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Introduction 1 

For several years, there has been an increase in both the availability and extent of use of 2 

large language models (LLMs) based on deep neural networks (Zubiaga, 2024). Although the 3 

development of LLMs began with Google's creation of the BERT model, it was only with the 4 

introduction of Chat GPT in 2022 that the development of large language models worldwide 5 

expanded (Ravichandiran, 2021; Wang et al., 2024). LLMs offer their users assistance to 6 

improve their every day work and personal lives. Still, their role, principles of operation and 7 

application are only fully understood by expert communities. In the literature on the subject, 8 

LLMs are often described in technical, specialised language and in a fragmented manner, 9 

making it difficult to access the knowledge about their practical application. Advanced artificial 10 

intelligence systems are characterised by being trained on extensive text corpora with 11 

parameters that often exceed hundreds of billions (Jiang et al., 2020). The increase in 12 

computational power and the use of multiple and diverse neural network architectures to handle 13 

large datasets, allow models to perform various tasks more accurately (Wickramasekara, 14 

Scanlon, 2024). LLMs processing natural language have become capable of generating human-15 

like text and understanding complex prompts with high precision (Wang et al., 2024). 16 

LLMs are changing the way users interact with computers, primarily because these models 17 

are able to analyse complex linguistic structures and increasingly take context into account and 18 

formulate human-like responses (Kietzman, Park, 2024). It is worth emphasising that despite 19 

these advances, their ability to map deeper cognitive processes is still limited. Large language 20 

models show some degree of sensitivity to representations of other people's mental states  21 

(so-called false belief reasoning), but the ability to do so is still limited and does not match the 22 

human ability to understand other people's beliefs. As the results of the Trott et al. (2023) study 23 

indicate, the linguistic statistics in the LLM training data alone are not sufficient to fully 24 

represent the complex aspects of human theory of mind (Carlson et al., 2013). While humans 25 

in a test based on the False Belief Task achieved a correctness of 82.7%, the largest LLM model 26 

tested achieved a score of 74.5%. Importantly, the model's behaviour did not fully explain 27 

people's behaviour. 28 

Large-scale LLM language models are not only used by end users as private assistants but 29 

play an important role in wider social and professional contexts. Their versatility and new 30 

functionalities are influencing their use in many different disciplines (Retkowsky et al., 2024). 31 

They also have an increasingly strong impact on business as well as public service organisations 32 

(Chatham et al., 2024, Islam, Islam, 2024). Nowadays, although large, elaborate, 33 

multifunctional language models such as ChatGPT, Deepseek, Gemini dominate, it is possible 34 

to observe the development of smaller, including national models that seek to compromise 35 

between operational efficiency and accessibility (Żmigrodzki, 2025). Among others,  36 

the following have developed their models: Netherlands (GPT-NL), Italy (Modello Italia), 37 
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France (Mistral), Taiwan (TAJDE), Singapore (SEA-LION), Saudi Arabia (ALLaM), United 1 

Arab Emirates (JAIS), Spain (MarIA) (SIfHCAI, 2024). 2 

National language models emphasise the recognition of language-specific ambiguity and 3 

semantic complexity. They are designed so that they can reflect the specific linguistic, cultural, 4 

legal and social characteristics of a country and can be particularly attractive not only for 5 

individual users but especially for business and the public sector, administration, health, 6 

education, the judiciary (SIfHCAI, 2024). National LLMs aim to strengthen digital sovereignty 7 

and deliver services in line with the local priorities (Pandey, 2025). They are becoming a key 8 

component of local innovation ecosystems (Chiarello et al., 2024; Ferraris et al., 2025). 9 

Regardless of whether LLM models are designed for national use or any other context, they 10 

still have a strong tendency to generate (or hallucinate) false content and information 11 

(Wickamasekara et al., 2024), often biased and reinforcing existing stereotypes (Gallegos et al., 12 

2024). As Leong and Snug (2024) emphasise, the hallucinations that LLM models generate are 13 

structurally related to the existing social prejudices. 14 

Given their rapid development and deepening integration with human and organisational 15 

activity and their increasingly widespread use in business and the public sector, it is particularly 16 

important to conduct research related to the implementation of language models. In particular, 17 

the development of national language models, which constitute a new alternative in 18 

management strategies and the digital transformation of organisations, is under-researched. 19 

Their implementation creates both opportunities and challenges for all organisations. Therefore, 20 

this study focuses on the following research questions: 21 

RQ1.What are the key goals, characteristics, and directions of the future changes of the first 22 

two Polish LLM models? 23 

RQ22. How can business and the public sector use models in strategic management? 24 

By answering these questions, the article will provide a better understanding of the 25 

importance of national language models for the digital transformation of business and public 26 

organisations, their impact on management strategies, and the challenges of their 27 

implementation in Polish organisations. 28 

Strategic applications of language models in the business sector  29 

Business instantly recognised the potential and importance of large language models 30 

(LLMs) as important transformational and developmental tools. Initially, LLM models 31 

accelerated the execution of operations in organisations, streamlined decisions and enhanced 32 

interactions with users and customers. As time passed and large language models became more 33 

functional, companies began to benefit more and more from their use. Automation began to 34 

streamline workflows that had previously been performed manually, enabling companies to 35 
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focus resources on higher-value tasks (Fahland, 2025; Maarouf, Feuerriegel, Pröllochs, 2025). 1 

As a result of the development of LLMs, organisations very quickly recognised their potential. 2 

The new possibilities of integrating LLMs, especially in the context of business process 3 

management, have led organisations to seek to optimise their operational processes (Estrada-4 

Torres et al., 2024). 5 

The development of natural language processing (NLP) capabilities has translated into 6 

analysing vast amounts of structured and unstructured data and generating human-like 7 

responses. The introduction of advanced chatbots and virtual assistants that answer questions, 8 

handle requests and claims has not only improved customer interaction and communication 9 

(Dash, Bakshi, 2019) and helped to improve customer satisfaction (Janssen et al., 2020). 10 

In addition to the deployment of chatbots for customer service processes, the automation of 11 

business processes has significantly advanced predictive analytics, knowledge management and 12 

strategic decision-making. The ability to analyse large amounts of information quickly,  13 

has allowed companies to identify trends, generate insights and make informed decisions that 14 

drive business growth. With the democratisation of the access to information, the use of 15 

extensive data and knowledge that can be applied for market analysis, idea generation and 16 

research initiatives has become more accessible and widespread (Chang et al., 2023; Szilágyi, 17 

Tóth, 2023; Fahland et al., 2025). As a result of these processes, business organisations have 18 

improved their operational efficiency, increased their quality of service, competitiveness and 19 

innovation and, basically, reduced costs (Chen et al., 2025). 20 

The qualitative breakthrough that has occurred in the development of language models has 21 

opened up a shuttle of new practices and competences for business that were previously 22 

attributed only to human intelligence (Makridakis et al., 2023). Chiarello and co-authors (2024) 23 

recognise the increasingly complex and multidimensional role of language models and their 24 

application in the business environment. The high flexibility of LLM models is translating more 25 

and more into increased personalisation of services, supporting decision-making, increasing 26 

operational efficiency and fostering innovation across sectors. One of the processes undergoing 27 

the change under the influence of LLM is the area of human resources management. The models 28 

contribute to automatisation of HR policies creation, talent acquisition strategies, as well as 29 

improving recruitment and selection processes and building and personalising development 30 

plans for employees. Administrative processes - day-to-day tasks, communication or team 31 

collaboration in automated environments - are strongly transformed under the influence of 32 

generative models. LLMs support tasks related to document classification, product and service 33 

customisation. They enable the creation of diverse content, including marketing content,  34 

its evaluation and selection, as well as the development of content moderation algorithms 35 

(Chiarello et al., 2024). 36 

  37 
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Even more efficiently, they can search and customise information based on user queries.  1 

By improving communication and personalising responses, they can provide more tailored 2 

experiences for customers (Chen et al., 2024). Finally, they contribute to accelerating informed 3 

decisions in a rapidly changing digital landscape (Ilagan et al., 2024). 4 

Research conducted by experts at the Speakleash Foundation (Żmigrodzki et al., 2025) 5 

shows that 49.3% of Polish companies surveyed use both open and closed LLM. Chat GPT is 6 

by far the most widely used, while Llama, Claude, Gemini or Mistral models are used much 7 

less frequently by Polish businesses. Entrepreneurs most often use models for knowledge 8 

extraction, creative writing, content summarisation and translation. Models are also helpful in 9 

automating communication, sales support or customer service (Żmigrodzki et al., 2025, p. 49). 10 

Large Language Model in public organisation 11 

Advanced AI systems, especially large language models (LLMs), are also making  12 

a significant transformation in the public sector (Yang et al., 2024). LLM models are part of  13 

a permanent feature of the management and service delivery of public organisations. Their use 14 

contributes to improving administrative efficiency and making services more accessible to 15 

citizens and increasing their civic engagement (Kleiman, Barbosa, 2024; Yoon, 2024).  16 

Advanced automation and processing facilitate the deployment of virtual assistants and 17 

chatbots that improve interactions between citizens and government offices. LLMs provide 18 

detailed and relevant answers to citizens through intelligent query processing. As noted by 19 

(Pessanha et al., 2024), the use of LLMs allows for faster and more precise service to citizens, 20 

mainly by providing more contextual answers to the questions sent. This not only reduces 21 

waiting times for information but increases the responsiveness of services (Papageorgiou, 2024) 22 

and aptly supports users in the execution of administrative procedures (Gaetano, Diliberto, 23 

2018; Decker et al., 2023). National LLM models, which are specifically trained on local data 24 

and adapted to local language, culture or law, become particularly effective in these tasks 25 

(SIfHCAI, 2024). 26 

Another key application area for LLM in the public sector is data analysis and the generation 27 

of insights. Language models can analyse large data sets, identify patterns and predict trends. 28 

This translates into better operational optimisation and efficiency in government operations. 29 

Administrative decisions can be made in a more informed manner and respond more quickly 30 

and accurately to societal needs (Carullo, 2023; de Curtò,2024). The public health field uses 31 

language models to identify health problems to diagnose diseases and suggest potential 32 

treatment pathways and therapies, analyse patient data, and support clinical decisions 33 

(Thirunavukarasu et al., 2023; Huo at al., 2025). 34 
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Mamalis et al. (2024) highlight the role of LLMs in regulatory management, including the 1 

interpretation and analysis of complex legal texts. The integration of language models into legal 2 

systems allows for more efficient retrieval of relevant provisions, facilitates the interpretation 3 

of legislation and supports both officials and citizens in navigating legal complexities.  4 

For example, specialised LLM models can be used in administration to automatically classify 5 

documents, analyse legal precedents or support the drafting of laws.  6 

For example, specialised LLM models can be used by the government to automatically 7 

classify documents, analyse legal precedents or support the drafting of laws. The provision of 8 

accurate information is enabled by the Retrieval-Augmented Generation (RAG) methodology, 9 

whereby LLMs interact with customised datasets (Jeong, 2023) and generate answers based on 10 

these. LLMs are also seen as a tool to support training and education of public sector employees. 11 

Models can help government employees to better process complex data sets and interpret the 12 

legal framework (Zhang, Chen, 2025) or onboarding processes (Ramli, 2025). 13 

LLMs can also contribute to more efficient management of public resources, including the 14 

optimisation of energy consumption in administrative buildings and urban planning.  15 

By integrating distributed data sources and improving decision-making processes, artificial 16 

intelligence supports environmental policies and urban infrastructure management strategies 17 

(Zhang, Chen, 2025). 18 

The use of LLMs is also finding its place in educational settings and higher education.  19 

It is transformative in that it influences the development of teaching materials,  20 

the personalisation of teaching and learning processes, and the design and conduction of 21 

research (Kasneci et al., 2023; van Dis et al., 2023; Wang et al., 2024;). The role of LLMs is 22 

not only limited to the automation of educational processes, but is hugely influential in changing 23 

the paradigm of teaching and learning (Choi, Abdirayimov, 2024; Chowdhury, Chowdhury, 24 

2024). 25 

With the growing role of LLM and the increasing number of applications in many areas, 26 

including strategic ones, there are ethical and practical challenges. It becomes necessary to 27 

balance the benefits and risks so that the implementation of LLM allows the potential of this 28 

technology to be realised. 29 

Methods 30 

The research used a qualitative approach, combining three complementary methods - 31 

literature review, case analysis and in-depth individual interviews. Qualitative methodology 32 

was used because of its ability to capture the complex, contextual aspects of the phenomena 33 

under study. This is particularly important in the exploration of the dynamic processes of the 34 

development of local language models. The flexibility of the qualitative approach makes it 35 
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possible to adapt the research tools to the specificities of the cases analysed and the themes that 1 

emerge (Groenland, Dana, 2019). 2 

The literature review included academic publications, including articles and book chapters 3 

available in Scopus, Google Scholar and Web of Science databases, and industry reports on the 4 

development and use of LLM models in management in business and academic settings.  5 

One of the key elements of the research was a case study (Schwandt, Gates, 2018), in which 6 

two Polish Large Language Models (LLMs) were examined in detail. The analysis aimed to 7 

understand what needs are fulfilled by the two models on a national basis, to learn about their 8 

characteristics, applications in the business environment and the public sector, and further 9 

development. Their importance stems primarily from the fact that both models are the first of 10 

their kind developed for Polish users and citizens. The models open up new perspectives for 11 

digitisation, process automation and technological self-reliance of the country. Seven 12 

interviews were conducted in the final stage of the research. The selection of participants was 13 

purposive, in line with qualitative research, which allowed detailed and contextual information 14 

to be obtained from key people in the projects under study (Bouncken, Czakon, Schmitt, 2025). 15 

The respondents included both the creators (authors of the idea), those leading the 16 

implementation of both projects and those involved in the project team. The criteria adopted 17 

for selecting participants took into account their level of involvement, their role in the project 18 

structure and their access to decision-making and operational information related to the 19 

development of the LLM. This method of sampling enabled diverse perspectives to be gathered, 20 

covering both strategic and technical aspects of project implementation. Due to the expert and 21 

specialised nature of the subject matter under study, as well as the limited number of people 22 

actually involved in both projects, the research sample was limited. Nevertheless,  23 

its composition ensured access to in-depth knowledge, representing different levels of 24 

responsibility and perspectives within the projects analysed. 25 

In the case of the first analysed model, the Bielik, four people representing the project team 26 

participated in the interviews, while in the case of PLLuM, there were three people,  27 

each representing a different consortium member. The interviews were conducted online and 28 

moderated based on a prepared scenario. The average interview time was at least 60 minutes, 29 

the longest of them took 90 minutes. The respondents were informed about the ethical principles 30 

of conducting interviews and assured of anonymity. Each of the interviewees agreed to 31 

consciously participate in the interview and its recording. Then the interviews were transcribed 32 

and analysed using the Maxqda program. The thematic analysis conducted allowed for 33 

systematic coding and identification of recurring patterns and thematic categories. 34 

The triangulation of methods contributed to obtaining a more complete picture of the 35 

problems of Polish language models, characterisation of both models, development plans and 36 

strategic applications. 37 
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Results 1 

Application Both the Bielik and PLLuM form families of models that have been designed 2 

for the needs of different user groups. They are designed to meet the goals and needs that flow 3 

from both business and the public sector. Both models have variants ranging in size from small 4 

models to multi-billion dollar models. The Bielik model was described in the context of 5 

potential applications in business, while the PLLuM model in the public sector was described 6 

as ready-made instruments to be implemented and deployed by other companies and 7 

organisations. However, the author of the paper emphasises that both models already have 8 

implementations in both areas. The Bielik has been implemented by, among others, the Poznan 9 

Supercomputing and Networking Centre, the EU Council, the Chancellery of the Prime 10 

Minister (Poznań Supercomputing Centre, 2025), while the PLLuM model has been 11 

implemented by the Comarch S.A. centre (Comarch, 2025). Table 1 presents a summary of the 12 

most important features and characteristics of the first two models (family) of Polish Large 13 

Language models. 14 

Table 1.  15 
Comparison of the Polish language models LLM - the Bielik and PLLuM 16 

Features Bielik PLLuM 

Year of 

creation 

2024 2025 

Lead time app. 12 months app. 11 months 

Founding 

bodies 

SpeakLeash Foundation 

Cyfronet AGH 

Consortium: Wrocław University of Technology (consortium 

leader), NASK National Research Institute, Information 

Processing Center - National Research Institute (OPI PIB), 

Institute of Computer Science Polish Academy of Sciences,  

the University of Łódź, and the Institute of Slavic Studies of the 

Polish Academy of Sciences 

Objectives of 

the model/ 

family of 

models 

Support of machine 

learning research 

processes, training of  

a generative, pre-trained 

transformer model on the 

basis of the collected data 

Support for the development of digital competences, the 

development of innovation in public administration and business 

Number of 

parameters 

from 1.5 to 11 mld 

(various architectures) 

8 to 70 mld (various architectures) 

Project 

funding 

A bottom-up initiative, 

a project supported by 

the availability of 

Cyfronet's computing 

power sponsors (Helios, 

Athena), Patronite servis 

Ministry of Digitalisation, Public funding 

 17 
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Cont. table 1. 1 

Budget No data 14.5 mln 

Access Free of charge, open 

source model 

Models under fully open licenses; 

Models under restricted licenses (not allowing commercial use) 

Training data A collection of more than 

3 terabytes of texts in 

Polish, exclusively from 

open, public sources  

(e.g. Polish Wikipedia, 

scientific articles under 

open licences, collections 

from the Common Crawl 

and data from public 

institutions 

Trained on approximately 150 billion tokens of mainly Polish-

language text, comprising internet data, resources acquired 

through contracts with publishers and instructional data created 

manually and distilled from other models. In addition, 

approximately 100.000 human grade samples were used to fine-

tune the model preferences 

Source: Own study, 2025. 2 

The Polish generative artificial intelligence model Bielik was created by the SpeakLeash 3 

Foundation (Bielik, 2025). One respondent noted:  4 

The Bielik was created by our own efforts, thanks to a grassroots social 5 

initiative. An initiative that is independent of any entities. 6 

(Respondent 2) 7 

The idea to create a Polish language model stemmed from a growing awareness of the 8 

importance of large models and the need to create a tool adapted to the Polish language - 9 

including the cultural context. The project team noticed that foreign models could not cope with 10 

the Polish language in data processing. The first goal of the project was to create a training 11 

dataset. As one respondent emphasised: We wanted to collect one terabyte of data. That was 12 

our goal. One terabyte of data, because the scientific studies said that models start just above 13 

one terabyte.  14 

For us it was such a first goal to grab a terabyte, to produce and just see 15 

this scale of what we can achieve on one terabyte of the Polish data. 16 

(Respondent 1) 17 

The second goal the project set itself was to develop benchmarks that would allow the 18 

effectiveness of the model to be measured in the context of the Polish language. This ensured 19 

that the Bielik could not only be adapted to the Polish language, but also subjected to rigorous 20 

quality testing.  21 

We started doing a language nuance benchmark and that was the other 22 

goal. Once we started thinking about the Bielik and training it,  23 

we suspected we would create the biggest set of Polish benchmarks.  24 

(Respondent 2) 25 

One of the most important assumptions in creating the model was to create one that could 26 

work without the need for global AI solutions. In addition, the developers of the Bielik wanted 27 

the model to be able to be implemented locally in organisations. The work started by the team 28 
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was initially experimental, as at the time there was a lack of publicly available information on 1 

how to create large language models, and many aspects of their construction remained  2 

a business secret. The decisive moment for the development of the project was the addition of 3 

the Cyfronet team from the University of Science and Technology, which provided the Bielik 4 

with the necessary computing power. This led to the creation of the first LLM model, initially 5 

in the 1 billion parameter version, which now runs on 11 billion parameters and is able to 6 

process and store as many as 32,000 tokens simultaneously. From the beginning, the project 7 

was open source, meaning that any user can download and use the model for commercial and 8 

research purposes for free. 9 

Now the project team of the Bielik has begun to expand the project's objectives to include 10 

cultural and social aspects. The new version of the model, the Bielik 3.0, aims not only to 11 

support business, but also to protect and document elements of the Polish culture, including 12 

dialects and regional customs:  13 

We now want to address the cultural strands more, because there are 14 

fewer and fewer people who can distinguish between white borscht and 15 

sour soup, who can recognise different customs. 16 

(Respondent 1) 17 

PLLuM (Polish Large Universal Model) was created as part of a consortium of six partners 18 

from the Wrocław University of Technology (leader), the NASK National Research Institute, 19 

the Information Processing Centre - National Research Institute (OPI PIB), the Institute of 20 

Computer Science of Polish Academy of Sciences, the University of Łódź and the Slavic 21 

Institute of Polish Academy of Sciences (Polish Ministry of Digitalisation, 2025). Its main 22 

objective was to create an open-source, Polish-language model in line with the responsible 23 

development of AI systems. In addition, the project prioritised the development of a prototype 24 

application of this model for public administration in the form of a Polish-language intelligent 25 

assistant. 26 

The aim of the project was to create a model that is good for the Polish 27 

language, over which we first of all have control, we know how to train 28 

it, we know how to tune it for the task we want. We are the ones who 29 

say what the model can say, what it can't say, and nobody imposes it on 30 

us from the outside. And that was the main idea, the core.  31 

(Respondent 1) 32 

The foundation of the model was an extensive database, developed in collaboration with 33 

public administrations, publishers and cultural institutions (PLLuM, 2025). The construction of 34 

the training corpus covered 100 milliards of words. It was designed to understand natural Polish, 35 

regarding its specificity, history and socio-administrative context. A key aspect of it was to 36 

ensure content security, i.e. to minimise the generation of harmful, offensive or toxic speech. 37 

PLLuM will play a key role in the digitalisation of public administration and to facilitate the 38 

navigation of complex government systems. As a prototype of a citizen assistant, it will support 39 
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the operation of the mObywatel [mCitizen] application and facilitate citizens' access to public 1 

information and services. The project resulted in a family of the PLLuM models, which consists 2 

of 18 versions. They differ in the number of parameters and their purpose. The models can be 3 

divided into three variants. The first, a base model, which has undergone language adaptation, 4 

understands Polish and can predict subsequent words. The second model, the instructional 5 

model, has been trained to perform specific tasks based on instructions. As one interviewee 6 

points out:  7 

The instructional model can perform certain tasks. We refer to it as 8 

nurtured (aliveness), i.e. adapted to preferences. The model not only 9 

responds, carries out tasks, but carries them out in a certain way that we 10 

define. For example, according to norms, according to social values, 11 

according to expectations.  12 

(Respondent 3) 13 

The third of the family of the models, the dialogue model, was adapted after the nurturing 14 

process to interact and talk with users.  15 

Application of the Bielik model family in business 16 

The Bielik models will be useful for text analytics and process automation tasks. This makes 17 

them suitable for: a) automated document analysis - e.g. reviewing regulations, contracts, 18 

procedures; b) creating summaries - financial reports, ESG reports, market analyses;  19 

c) generating marketing content - advertising slogans and content, product descriptions. As one 20 

interviewee highlighted: The Bielik can summarise, analyse, style answers - it does it all, but it 21 

doesn't have a built-in fact base. It does, however, make great inferences. The model is easy to 22 

personalise, which makes it possible to tailor its operation to the specifics of a given industry - 23 

(...) if someone gives the Bielik a description of their business and says: come up with a slogan, 24 

they can additionally choose the level of creativity of the model. (Respondent 2).  25 

The Bielik family of models can provide support for knowledge management in  26 

an organisation. The Bielik provides opportunities for integration with various systems,  27 

e.g. internal databases or analytical tools. According to one respondent, the model gets its wings 28 

when it is connected to a knowledge source, e.g. a library system. In this way, companies can 29 

automatically search and summarise large amounts of knowledge, create assistants (chatbots) 30 

that can support employees in data analysis and subsequent key decision-making, and use the 31 

models to automate customer interactions. A useful tool for business is the Bielik's ability to 32 

correctly interpret linguistic errors, sarcasm or colloquial style, and it is good at recognising 33 

emotions and tone of speech. These functionalities are particularly important for analysing 34 

customer feedback, automating the handling of queries or processing corporate communication 35 

texts. In this way, it can support companies in monitoring online brand and product opinions, 36 

analysing marketing campaigns and their reception or detecting disinformation. As the Bielik 37 
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offers the ability to process internal data, which is often of a confidential and sensitive nature, 1 

without having to send it to external providers. This feature appears to be crucial for companies 2 

that process medical, financial and legal records and for which data and information security is 3 

a priority:  4 

The Bielik as an open source system can be downloaded onto their own 5 

infrastructure, which ensures that data is not sent to third parties and is 6 

not used for further training.  7 

(Respondent 4) 8 

By basing the Bielik family of models on the idea of open source and local operation, 9 

companies do not have to incur costs for processing data on commercial providers' servers.  10 

For the organisations that work with large data sets, this translates into considerable savings. 11 

Companies can create their own AI systems without incurring commercial licensing or token 12 

costs, and adapt their Bielik-based models to the specifics of the organisation without licensing 13 

restrictions. One respondent stated that:  14 

For large databases, the cost of cloud computing can run into the 15 

millions of dollars. Using a local model like the Bielik reduces costs to 16 

the level of electricity consumption.  17 

(Respondent 2) 18 

In summary, the Bielik family of models offered as an extension and ethically active 19 

solution for AI business applications. The applicability, open source basis and application to 20 

applications that are available for outreach is truly an alternative to large language models. 21 

hidden for organisations that are subject to confidential data and large repositories of 22 

knowledge. The Bielik model not only strengthens processes such as document analysis, 23 

knowledge management and marketing automation, but is also a control part with strategic 24 

priorities, attachments like data analytics, operational scalability and cost management. 25 

This can lead to an organisation's application, decision-making based on the provision and 26 

use of language processing technology without lack of control over their data infrastructure. 27 

PLLuM – application of the model in the public sector 28 

Among the wide range of 18 variants of the PLLuM family of models, licensed (non-29 

commercial) and general-purpose models are available. Licensed models, with a larger corpus, 30 

have been trained on large datasets (approximately 150 billion tokens) and are available for 31 

research purposes only. They may be applicable in academia, language analysis and prototype 32 

implementations in the public administration. Smaller models can be commercially applied in 33 

customer automation processes, report generation, or legal text analysis. The access to a variety 34 

of models provides institutions and organisations the opportunity to choose and adapt to 35 

specific, individual needs and capabilities. These tools can support the public sector in the 36 

activities related to automating administrative processes, improving official communication or 37 
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supporting citizens in accessing public services. One argument in favour of using PLLuM 1 

models is their high linguistic quality. The models were built and then trained on the basis of 2 

organic data. This allowed the elimination of linguistic loans derived from direct translations 3 

of English-language collections.  4 

There are no calques in the models, there is all the punctuation. If we 5 

want to use the model in public administration, we want it to actually 6 

use correct Polish, so that there are no calques, this negative transfer 7 

of translations, then such a model, which is sensitised to organic 8 

instructions, has a definite advantage over other models here.  9 

(Respondent 3) 10 

The texts generated by the model ensure not only linguistic correctness but security, 11 

reliability and legitimacy. In the context of administrative applications, these features take on 12 

particular importance. The models work with data that has been acquired in accordance with 13 

applicable laws, including data protection or copyright regulations.  14 

The PLLuM models are currently in the prototype phase, but will be available for testing 15 

for the selected public institutions as early as 2025. The pilot deployments in the public 16 

administration services are planned as part of the new HIVE AI project. As part of the 17 

integration with the mObywatel [mCitizen] application, its users will be able to receive answers 18 

to the questions about official procedures. A citizen assistant, created as part of the project, will 19 

assist citizens and officials in the tasks related to searching and processing information.  20 

In this case, in the future, it will be possible to apply the RAG (Retrieval-Augumented 21 

Generation) technique. It allows the use of external databases and synthesis of answers in the 22 

same way as the regular Internet search engines do. Due to this, the model is not based solely 23 

on the knowledge recorded in neural structures, but can dynamically operate on the current data 24 

and official documents. One of the people responsible for the implementation of the HIVE AI 25 

project stated:  26 

Thanks to the cooperation with additional partners, such as COI and 27 

Cyfronet AGH, it will be possible to increase computing power and 28 

improve the process of implementing the model in practice. The project 29 

will allow the entire sector to enter the key stage of the digitisation of 30 

public services.  31 

(Respondent 3) 32 

The PLLuM language model reinforces the direction of language models = tailored to the 33 

needs of Polish public administration. The wide spectrum of model variants available, enables 34 

a flexible and strategic approach of the organisation to digital transformation. The planned 35 

integration of PLuMM with the mObywatel platform, illustrates its potential to increase citizen 36 

engagement, streamline bureaucratic processes and support information accessibility.  37 

The PLLuM model offers not only a technological innovation, but also a tool that is tailored to 38 

the modernisation of the public sector. 39 
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Discussion 1 

The study results confirm that both the Bielik and PLLuM represent complementary 2 

approaches to the development of national language models. The models are tailored to the 3 

diverse needs of both public and private sector users. The models differ in architecture, 4 

implementation goals and funding modalities, but they share a strategic role in building digital 5 

sovereignty and enhancing digital competence. The Bielik model, developed within an open 6 

and experimental environment, targets both business and public sector needs. Features such as 7 

open access and the possibility of local deployment make it an attractive tool also for small and 8 

medium-sized enterprises, or offices. In turn, the PLLuM model, developed in a consortium of 9 

research and public institutions, is tailored to the needs of the public administration and state 10 

institutions. The model offers a high level of security and compliance with the legal standards. 11 

The study results confirm that both the Bielik and PLLuM represent complementary 12 

approaches to the development of national language models. The models are tailored to the 13 

diverse needs of both public and private sector users. The models differ in architecture, 14 

implementation goals and funding modalities, but they share a strategic role in building digital 15 

sovereignty and enhancing digital competence. The Bielik model, developed within an open 16 

and experimental environment, targets both business and public sector needs. Features such as 17 

open access and the possibility of local deployment make it an attractive tool also for small and 18 

medium-sized enterprises, or offices. In turn, the PLLuM model, developed in a consortium of 19 

research and public institutions, is tailored to the needs of the public administration and state 20 

institutions. The model offers a high level of security and compliance with the legal standards. 21 

However, as Trott et al. (2023) indicate, current models are still limited in their ability to 22 

capture deep cognitive processes, such as understanding the beliefs of others. This means that, 23 

despite their technological advancement, the use of LLMs should include an awareness of their 24 

cognitive and epistemological limitations. According to Pandey’s (2025) research, national 25 

language models are becoming key components of digital sovereignty of states, offering  26 

an alternative to corporate solutions that often fail to grasp local contexts. Based on the local 27 

data and preferences, models such as the Bielik and PLLuM can serve as a foundation for 28 

responsible and sovereign development of AI. 29 

Summary 30 

Both business and the public sector are subject to the changes initiated by the rapid 31 

development of artificial intelligence. AI is constantly changing our world and introducing  32 

a revolution linked to large national language models. This research indicates that national 33 
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language models, such as the Bielik and PLLuM, are key tools to support the processing and 1 

generation of content in Polish. Their use contributes to the development of digital competences 2 

and also promotes innovation in the public and private sectors. Importantly, these models play 3 

a strategic role in building technological independence and strengthening cyber security, fitting 4 

in with Poland's long-term digital sovereignty goals. National LLMs play a multi-faceted 5 

strategic role. This role involves alignment with the needs of the public sector and business, 6 

especially in strengthening management processes. With their advanced natural language 7 

processing capabilities, the models adapt Polish to the socio-cultural context and ensure high-8 

quality information processing. Their functionalities are not only important for easing the 9 

burden of routine tasks or increasing the efficiency of employees from both sectors. Moreover, 10 

the role of national LLMs takes on particular strategic importance. In addition to providing 11 

information and analytical tools, they contribute to a country's technological independence and 12 

strategic digital sovereignty. By processing sensitive data within national borders, they provide 13 

independence from global models. Their creators and owners are often independent 14 

corporations whose models are encroaching more and more aggressively on the private and 15 

public sphere of the Polish citizens. These models provide scalable tools for operational 16 

efficiencies, customer interactions and knowledge management, especially in the sectors that 17 

require the specific Polish language. Companies and the public sector can use LLM to automate 18 

services, personalise content and make data-driven decisions. 19 

The development of national LLM programmes, such as the Bielik and PLLuM, carries 20 

significant implications in the areas of policy and governance. For policymakers, these 21 

initiatives highlight the importance of sustained investment in localised artificial intelligence 22 

infrastructure, ethical governance and data sovereignty. National support for open but secure 23 

artificial intelligence ecosystems can strengthen strategic autonomy and innovation potential. 24 

In the context of government applications, this is particularly important both for building 25 

citizens' trust in the actions of the government and public administration. The question of 26 

whether national LLMs should belong to the national critical infrastructure also seems 27 

important. Fostering public-private-academic partnerships can accelerate the responsible 28 

deployment of artificial intelligence and stimulate further research and development.  29 

Unlike many non-English LLM initiatives, Poland emphasizes distinct entrepreneurial 30 

strategies to mitigate data vulnerability and ensure cultural alignment. This study comparatively 31 

analyzes entrepreneurial practices and sovereignty outcomes. 32 

  33 
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