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Purpose: Currently, one of the significant limitations of problems related to data mining using 6 

classical classification methods, the results of which are used in the decision-making process, 7 

is the processing of large data sets. The first significant limitation in the use of classical 8 

classification methods is the need to ensure a constant data size. The second type of limitation 9 

is related to the dimension of the data. The last type of limitation that occurs when using classic 10 

classification algorithms is associated with the situation that a given input vector may contain 11 

data belonging to many classes simultaneously, then we are talking about the so-called 12 

multiclass vectors. On the other hand, as a result of processing large data sets, we want to obtain 13 

information that is not only qualitative but equally important in the decision-making process is 14 

quantitative information. 15 

Design/methodology/approach: This work presents data classification methods based on the 16 

gas chromatography technique, which in issues related to the classification of large data sets 17 

are not subject to the above limitations and provide quantitative and qualitative information. 18 

Findings: The article presents classification results for selected data sets. In the first case,  19 

the process of classifying sets was carried out, the individual vectors contained several tens of 20 

thousands of elements and several thousand attributes. Direct classification of vectors of such 21 

dimensions using commonly known methods without reducing the dimension of the data is 22 

practically impossible. The second type of data set is a heterogeneous set, i.e. a set containing 23 

various types of data, where, as in the first case, the input data vectors are suitably long.  24 

The third type of test data set is a multi-class set, during the classification of this set qualitative 25 

information is provided, as is the case with classic data mining methods, and quantitative 26 

information, which is a unique feature of unproposed data classification methods. 27 

Originality/value: The article proposes an innovative method for the classification of 28 

multidimensional data based on the method of chromatographic separation of substances in gas 29 

chromatography. This method can be used in the classification of multi-class variable-length 30 

data vectors. This work shows that based on the chromatographic separation method, we obtain 31 

information also of a quantitative nature, and not only of a qualitative nature. 32 

Keywords: natural computing algorithms, chromatographic separation, signal processing; data 33 

mining. 34 

Category of the paper: Research paper. 35 
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1. Introduction 1 

Nowadays, one of the important issues of machine learning is the processing of large data 2 

sets. Issues related to large data sets refer primarily to data sets that contain a large volume of 3 

data and data sets that are complex, i.e. they do not have a specific structure as in the case of 4 

data sets represented using a relational database, and also the spectrum of data types stored in 5 

this type of collections is wide ranging from text in natural language and a stream of numerical 6 

data through a set of graphic images to audio and video data (Hilbert, 2016; Reinsel et al., 7 

2017). 8 

The article presents an algorithm that can be used in issues related to the classification of 9 

large-scale data sets. The motivation to define this type of algorithm was the fact that currently 10 

the methods used to process this type of data are subject to several significant limitations. 11 

 12 

Figure 1. Multiclass vector structure. 13 

The first significant limitation in the use of classical classification methods is the need to 14 

ensure a constant size of data - vectors that will be subject to the classification process.  15 

The second type of limitation is related to the dimension of the data. When we use classical 16 

methods for classifying large vectors, we always have to reduce the dimension of the input 17 

vectors using selected mathematical statistics methods (Hilbert, 2016; Reinsel et al., 2017). 18 

Another limitation of currently used algorithms is that the classified data must be 19 

homogeneous, i.e. there can only be one type of data. If images are classified, non-image data 20 

whose data source is another phenomenon and which is in some way related to the classified 21 

images cannot also be classified as input. Finally, the last type of limitation that occurs when 22 

using classic classification algorithms is related to the situation that a given input vector may 23 

contain data belonging to many classes at the same time, and then in this article we are talking 24 

about the so-called called multi-class vectors (Brabazon et al., n.d.). 25 
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Moreover, it would be advisable that when processing the above type of data sets,  1 

the algorithms should provide both qualitative information, as is the case in most of the 2 

algorithms used, but also quantitative information. 3 

 4 

Figure 2. Vector structure of a heterogeneous set of vectors. 5 

The presented algorithm attempts to solve the problems defined above. The presented 6 

algorithm attempts to solve the problems defined above. The algorithm is inspired by the 7 

method of chromatographic separation of substances, which is used in analytical chemistry.  8 

The first chapter of the article will present the principle of chromatographic data separation, 9 

which is the basis of the defined algorithm. The second chapter will present an algorithm for 10 

data classification, which is inspired by the principles of chromatographic separation of 11 

substances using gas chromatography. The following parts of the article will present the results 12 

of calculations and classification for example data sets. 13 

2. Properties of chromatographic separation of substances 14 

Chromatography – an analytical technique used to separate or examine the composition of 15 

mixtures of chemical compounds. In each chromatographic technique, the mixture being tested 16 

is first separated and then the individual components are detected (Leweke, von Lieres, 2018; 17 

Pierce et al., 2021; Stilo et al., 2021). The substance is separated by passing the solution of the 18 

tested mixture through a specially prepared separation phase (bed), also called the stationary 19 

phase. The separation phase consists of substances that have sorption abilities or can otherwise 20 

affect the flowing substances. The intensity of this process varies for individual components of 21 

the mixture. Some components therefore remain in the phase longer and others for a shorter 22 

time, which allows them to be separated. The time a given component stays in the column is 23 

called the retention time (Blumberg, 2021; Pierce et al., 2021). Generally speaking, 24 
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chromatographic separation is a process in which a mixture of chemical compounds is separated 1 

into at least two fractions with different compositions. From a chemical point of view,  2 

the purpose of the substance separation process is to increase the concentration of one of the 3 

components of the initial mixture about the remaining components of the initial mixture. 4 

Separation takes place using physical methods and chemical reactions. 5 

 6 

Figure 3. The idea of chromatographic separation of substances. 7 

Source: https://chemia.ug.edu.pl/sites/default/files/_nodes/strona-chemia/17427/files/wyklad5_ 8 
new.pdf 9 

Figure 3 presents the chromatograph process, the idea of separating a mixture using 10 

chromatography we can see, the mixed substance is introduced at the entrance of the 11 

chromatographic column. The chromatographic column is filled with a substance or substances 12 

that have a different degree of affinity for the substances that are being separated - they have 13 

been introduced into the chromatographic column (Varhadi et al., 2020). Due to the above,  14 

the time it takes for each substance to leave the chromatographic column will be different and 15 

will depend on the degree of affinity of a given substance for substances that are in the stationary 16 

phase. The output data stream of the chromatograph is the relationship between the 17 

concentration of a given substance over time. This relationship is presented by  18 

a chromatograph, i.e. a graph showing the relationship between the concentration of a given 19 

substance and the time needed to leave the chromatographic column, i.e. the retention time 20 

(Giddings, 2017; Robards, Ryan, 2021). 21 
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 1 

Figure 4. Graph of the substance concentration in the eluate flowing from the column as a function of 2 
the elution volume, and when the eluent flow rate is constant as a function of time. 3 

As is known, the retention time of a given substance is characteristic and depends on the 4 

structure of the stationary phase and the structure of the substance being separated. 5 

The chromatographic column is filled with a substance or substances that have a different 6 

degree of affinity for the substances that are being separated - they have been introduced into 7 

the chromatographic column (Hage, 1999; Urh et al., 2009; Varhadi et al., 2020). Due to the 8 

above, the time it takes for each substance to leave the chromatographic column will be different 9 

and will depend on the degree of affinity of a given substance for substances that are in the 10 

stationary phase. The output data stream of the chromatograph is the relationship between the 11 

concentration of a given substance over time. This relationship is presented by  12 

a chromatograph, i.e. a graph showing the relationship between the concentration of a given 13 

substance and the time needed to leave the chromatographic column, i.e. the retention time.  14 

As is known, the retention time of a given substance is characteristic and depends on the 15 

structure of the stationary phase and the structure of the substance being separated. 16 

 17 

Figure 5. Substance identification: peak position, Peak height: quantification. 18 
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Figure 5 shows a signal output generated by the chromatograph. This signal provides two 1 

important pieces of information: firstly, it provides information about the type of substance, 2 

which is responsible for the retention time - individual for each substance. The second type of 3 

information is quantitative information, how much of a specific substance was in the tested 4 

mixture. This is determined by the height of the peak, which informs about the concentration 5 

of the tested substance at the output of the chromatographic column (Hohrenk et al., 2020; 6 

Pezzatti et al., 2020; Witting, Böcker, 2020). 7 

The figure on the left shows the output from a real chromatography system. The figure on 8 

the right shows the output signal generated by the presented algorithm. You can see that in this 9 

case we are dealing with an ideal peak, the output signal is not blurred due to, for example, 10 

detector imperfections. 11 

3. Definition of chromatographic data separation algorithm 12 

The chromatographic data separation algorithm is based on the basic paradigm that the 13 

processed data string is a complex chemical molecule with a chain-linear structure. This means 14 

that each data vector or set of vectors will be processed by the chromatographic algorithm in 15 

accordance with the rules that apply in the real chromatographic system (Święcicki, 2024). 16 

The general principle of operation of the chromatographic data separation algorithm will be 17 

to treat the data vector as a mixture of chemical compounds and for each "chemical" compound 18 

the relationship between the concentration of a given substance at the output of the 19 

chromatographic system is calculated. In other words, it will involve calculating the spectrum 20 

as shown in the figure. In the first phase, we treat the vector of numbers as a polyatomic 21 

molecule with a linear structure. In the next phase, the molecule is divided into smaller 22 

molecules. In the last phase of the algorithm, each newly created molecule is processed by the 23 

chromatographic column, i.e. the retention time is calculated. As a result of these operations,  24 

a chromatogram is created, i.e. a graph describing the concentration of a given type of molecules 25 

as a function of time at the output of the "chromatographic" column. This relationship,  26 

i.e. the chromatogram, is later called the spectrum of a given starting substance. 27 

The chromatographic data separation algorithm consists of the following sequence of 28 

operations, which are inspired by the functioning of a real chromatographic system: 29 

1) Mixture creation phase for a given vector. 30 

2) Retention time calculation phase. 31 

3) Chromatogram creation phase. 32 

4) Phase of the analysis chromatogram. 33 

  34 
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3.1. The phase of creating a mixture for a given 1 

In the first phase of this algorithm, a set of vectors W consisting of any number of vectors 2 

of any length is transformed into a set of mixtures of substances through the process of dividing 3 

the fragmentation into smaller vectors of the same length. The fragmentation of the vector takes 4 

place in such a way that for each element from the set W, a mixture of substances is created that 5 

corresponds to this element of the set W. 6 

 Input data 
W={w1,w2,w3….wN} – a set of data vectors that will be processed 

Output data 
set of substances MSi ,that have been processed by a chromatographic column, i.e. they have a 

calculated retention time tr 

 MSi..M=[]; 

W={w1 , w2 , …...wM } 
 Foreach w ͼ W 

1 For a given wi data vector, create a mixture of substances - it will fragment the vector into sub-

vectors of constant length 

MSi={s1 , s2 , …...sM(i) } 
MSi -a set of substances is created by dividing a vector into sub-vectors according to the adopted 

principle of division, 

msi - the elements of this set is the set of substances resulting from the division of the vector wi ,this 

means that the set will contain individual substances s which are not subject to further subdivision 

msM(i):={s1 , s2 , …...sM(i) } a substance that was created by splitting the wi vector. wi. 

2 Foreach s ͼ msi 

3 Calculate Retention Time // tr – the residence time of the substance in the stationary 

phase e.g. 

 // according to the formula (5) 

4 End 

End 

Algorithm 1. Algorithm transforming a set of vectors into a set of chromatograms. 7 

As shown in the algorithm presented above, the set of mixtures of substances that has been 8 

created is fed to the input of a "virtual chromatographic column" in which the process of 9 

migration of a given substance between the stationary phase and the mobile phase takes place. 10 

3.2. Phase of calculating the retention time 11 

The value of the retention time tr depends on the affinity of the stationary phase for a given 12 

substance, which is an important value in the classification process. It is known that the value 13 

of the retention time depends on the affinity of the substance for the stationary phase that is 14 

filled in the chromatographic column. The final fragment of Algorithm 1. contains a sequence 15 

calculating the retention time value. 16 

3.3. Chromatogram creation phase 17 

The next stage of the presented algorithm is to create a chromatogram for a given mixture 18 

of substances that corresponds to the wi element. The chromatogram is created as a result of the 19 
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registration of individual substances at the output of the chromatographic column. The moment 1 

at which a given substance will leave the chromatographic column depends on the retention 2 

time tr. The purpose of the detector is to count the molecules of substances leaving the 3 

chromatographic column at a given moment of time. 4 

 Input data 

For a given set of substances MSi ,that have been processed by a chromatographic column, i.e. they 

have a calculated retention time tr 

Output data 

CH ={ch1, ch2, ch3….chN} – a set of chromatograms, where each element of this set represents a 

chromatographic spectrum corresponding to a given element of the set W 

chi ={peak1, peak2, peak3….peakM} – Each chromatogram consists of a set of peaks 

 chi=[]; 

 Foreach s ͼ MSi 

 peaki[ s.Tr ]:=peaki[ s.Tr ]+1 // Calculation of "concentration" under a vector with a given retention 

time 

 end 

Algorithm 2. Algorithm for creating a chi chromatogram for a mixture belonging to the wi vector. 5 

To sum up, the operation of the two algorithms presented above, which model the processes 6 

occurring in a real chromatograph, can be presented below in a formalized notation that will 7 

later be used in the analysis of the algorithm. Let us assume that the stationary phase FS is  8 

an m-element vector as shown in equation (1) while the substance vector that was created as  9 

a result of the algorithm in the fragmentation process as a result of the operation of the first 10 

algorithm 1 is also an array with dimensions NxM presented in equation (2) 11 

 (1) 

  

(2) 

As we know, a chromatogram is made up of peaks, and a single peak is a pair of numbers, 12 

the first of which is the retention time tr and the second is the concentration of substance C, 13 

formula (3), as the result of the operation of . 14 

 (3) 

The retention time can be calculated using the Ftr function, which calculates the retention 15 

time value for a given substance and the vector describing the stationary phase (4). 16 

 (4) 

When calculating the retention time, the function calculates the retention time for a given 17 

substance taking into account the structure, i.e. the values of the stationary phase.  18 

For the purposes of further considerations, it can be assumed that the function calculating the 19 

retention time is expressed by formula (5). 20 
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(5) 

As the presented formula shows, the scalar product of two vectors is calculated. The more 1 

similar the vectors are to each other, the greater the value of the calculated product, the greater 2 

the retention time for a given substance. 3 

3.4. Chromatogram formation phase 4 

The next stage of the presented algorithm is to create a chromatogram for a given mixture 5 

of substances that corresponds to the wi element. The chromatogram is created as a result of the 6 

registration of individual substances at the output of the chromatographic column. The moment 7 

at which a given substance will leave the chromatographic column depends on the retention 8 

time tr. The purpose of the detector is to count the molecules of substances leaving the 9 

chromatographic column at a given moment of time. 10 

3.5. Spectrum analysis phase  11 

The last stage of recognizing substances that have been processed by the chromatographic 12 

system is the stage of classifying the output chromatographic spectrum and assigning it to the 13 

spectra of known substances. 14 

 15 

Figure 6. Structure of the chromatogram - the spectrum corresponding to the wi vector. 16 

The chromatogram of the tested mixture of substances describes the concentration of 17 

individual compounds of the fractions included in the tested substance or mixture, which were 18 

separated as a result of the chromatographic process, similarly to the presented algorithm.  19 

As shown in the figure above, as a result of the chromatography process, we obtain  20 

a chromatogram containing many peaks corresponding to the concentration of the "substance" 21 

that resulted from the operation of algorithm 1. The task of the classification algorithm will be 22 
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to assign the chx chromatogram to the chromatograms of known vectors, using the matching 1 

criterion, which is the peak retention time. 2 

The last element of the data classification method discussed in this work is chromatogram 3 

classification. The previous points presented the structure of the chromatogram, which consists 4 

of peaks, and each peak has two attributes, namely its position on the level axis and the 5 

concentration of a given molecule, which is determined by the height of the peak. 6 

This means that each chromatogram of the tested substance consists of a set of peaks,  7 

not necessarily in the same number. Having a set of chromatograms of reference substances, 8 

we can assign the chromatogram of the tested substance to the set of chromatograms of 9 

reference substances. 10 

In this work, the assignment of the chromatogram of the tested substance to the set of 11 

reference chromatograms will be done on a different basis than as shown in work (Święcicki, 12 

2024). Therefore, the time complexity of the previously proposed algorithm (Święcicki, 2024) 13 

was a significant problem in the case of a large number of chromatograms. 14 

For this purpose, the following assumption was made that a given chromatogram is a set of 15 

points in n-dimensional space. The size of this space is determined by the design of the detector 16 

in the case of a physical chromatograph - that is, the detector is responsible for the sensitivity 17 

of the system, and this is also the case with the presented algorithm. A more sensitive detector 18 

will be able to identify the time moments in which particular fractions of the tested substances 19 

(i.e. vectors) appear at the output of the chromatographic column with greater accuracy. 20 

Individual moments of time refer to the retention time. It is known that in the case of the 21 

presented algorithm, the identification of retention time is important and determines the quality 22 

of the classification process. 23 

For the needs of the presented algorithm, the time moments in which the detector will 24 

identify the concentration of a given fraction have been quantized, i.e. the retention time has 25 

been assumed to take a value that will correspond to the detector's operation, i.e. it is assumed 26 

that the detector in the presented algorithm is a discrete element when it comes to identifying 27 

the time moments in which the identified are the concentrations of individual fractions. 28 

For such assumptions, the algorithm for assigning the chromatogram of an unknown 29 

"substance", i.e. a subvector that was created as a result of the fragmentation process, will take 30 

a simpler form compared to the algorithm presented in work (Święcicki, 2024) 31 

Let us assume that the set of chromatograms is represented by a matrix of dimensions M  32 

by N. In this case, M will represent the number of reference chromatograms, while N will 33 

correspond to the maximum number of peaks in the chromatogram. N will depend on two 34 

factors, firstly, the accuracy of the detector - and in the case of the presented algorithm,  35 

the distance between time points, secondly, what retention time interval will be considered,  36 

and this depends on the classified data and the structure of the stationary phase. Formulas (6) 37 

and (7) show the proposed notation. If the chromatogram for a given column does not have  38 

a peak, the value zero is entered because the table columns clearly determine the retention time. 39 
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(6) 

  
(7) 

On the other hand, it is known that each peak consists of two attributes (3): retention time 1 

and concentration of a given substance. Two matrices will then be used to represent the set of 2 

chromatograms. A matrix containing information about retention times, marked with the 3 

symbol Tr, and a matrix C containing information about the height of a given peak,  4 

i.e. the concentration of a given fraction. What is represented by the formulas (8) and (9).  5 

 

 

(

(8) 

 

 

(

(9) 

  
(10) 

  
(11) 

The T matrix will be able to provide qualitative information, while the C matrix will be used 6 

for calculations that will provide quantitative information. 7 

With this notation, performing calculations aimed at identifying an unknown chromatogram 8 

will involve performing relatively simple mathematical operations. Let us assume that the 9 

distance between two chromatograms will be measured using the cosine metric. 10 

 

 

(12) 

With this metric defined, finding the best match for an unknown chromatogram will come 11 

down to calculating formula (10) and finding the element with the highest value.  12 

The coordinates of this element will uniquely identify the chromatogram that best matches  13 

the identified chromatogram and thus the class to which this chromatogram belongs. 14 

 15 
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0 Input data 
chx={peak1,peak2,peak3….peakN} – a chromatogram consisting of N peaks 

Trx=[tr1,tr2,tr3….trN] – according to the formula (10) 

Cx=[c1,c2,c3….cN] – according to the formula (11) 

N - determines how many classes it can be classified into at the same time 

 

SetOfCH={ch1,ch2,ch3….chM} according to the formula (6) 

SetOfTr - according to the formula (8) 

SetOfC - according to the formula (9) 

 

Output data 
SetNoClass – the class number to which the chx chromatogram was assigned 

SetC - Concentrations of individual fragments occurring in the input vector 

1 R=SetOfTr*Trx // R={r1,r2,r3…….rN} according to the formula (12) 

2  [RS, Index]=sort(R) // sorting by descending order 

3 Index=Index(1:M) // obtaining M indices of the elements of the vector R with the largest value 

4 Class=Index2NoClass(Index)// mapping the element's pattern from the R array to the class number 

5 SetNoClass =SelectMostFrequentlyOccurringElements(N, Class)// N - determines how many 

classes it can be classified into at the same time 

6 Foreach s ͼ SetNoClass 

 SetC(s)= Cx(s) / SetOfC(s) // concentration calculation 

 

End  

Algorithm 3. Algorithm for classifying a vector wx using its chromatogram chx where the chromatogram 1 
chx belongs to single-class or multi-class set. 2 

The algorithm responsible for the classification of chromatograms is presented above.  3 

This algorithm consists of several important parts. In the first line 1, the degree of matching of 4 

the classified chromatogram to all reference chromatograms is calculated according to the 5 

cosine metric. In the next lines, M standard chromatograms that best match the tested 6 

chromatogram are selected. 7 

In the following lines, the obtained indices to the best-fitting chromatograms are mapped to 8 

class numbers, and then the frequencies of occurrences of individual classes are counted. 9 

According to the value of the N parameter, the N elements from the Class set that appear 10 

most frequently are selected. The SetNoClass variable will contain the class numbers that best 11 

matched the input chromatogram. 12 

In line 6 of the presented algorithm, the concentration of individual fragments of the input 13 

vector is calculated in relation to the standard chromatograms 14 

3.6. Problems of selecting the stationary phase 15 

There are two significant problems when performing calculations using the algorithm 16 

presented above. The first problem, which was already indicated in the previous chapter, is 17 

related to the selection of the stationary phase in such a way that the chromatograms of vectors 18 

belonging to different classes are characterized by different retention times (Leweke,  19 

von Lieres, 2018; Pierce et al., 2021; Principle and Procedure…, n.d.). The second problem,  20 
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in a sense, is a derivative of the first problem, and is related to the fact that the chromatograms 1 

that are created in the process are complex, i.e. they contain a large number of peaks, which 2 

makes the classification process difficult by the presented algorithm classifying 3 

chromatograms. 4 

 5 

Figure 7. The phenomenon of overlapping retention times. 6 

At this point, an analysis of the functioning of the algorithm will be carried out, taking into 7 

account the problem of selecting the stationary phase for a given set of input data vectors,  8 

for this purpose the following notations will be introduced (Learning by Simulations…, n.d.). 9 

As the presented formula shows, the scalar product of two vectors is calculated. The more 10 

similar the vectors are to each other, the greater the value of the calculated product, the greater 11 

the retention time for a given substance. The description of the algorithm and the drawing above 12 

show that the correctness of classification is significantly influenced by the distribution of peaks 13 

in the chromatogram of the reference substance as well as in the chromatogram of the classified 14 

substance. The optimal situation occurs when the distances between individual chromatograms 15 

are large or, in other words, the peaks of individual substances do not overlap. The formula 16 

describing the distance between the peaks of the chromatogram is presented in formula (13). 17 

This formula describes the distance between the i-th and j-th peak. 18 

 (13) 

Based on the above-mentioned considerations, a criterion for selecting the stationary layer 19 

for a given data set can be defined. The structure of the stationary phase - elements of the  20 

FS vector should be selected so that for a given data vector the sum of the distances between 21 

peaks is the largest, this relationship is expressed by the formula (14). 22 
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(14) 

In other words, the elements of the stationary phase should be selected so that the expression 1 

described in formula (15) representing the sum of the distances between peaks has the largest 2 

value. 3 

 (15) 

To find the maximum of the function, the conditions presented in formulas (16), (17) must 4 

be met. 5 

 

(16) 

  

(17) 

To simplify further considerations and without losing the generality of the conclusions 6 

drawn, suppose the stationary phase consists of two elements M = 2 and the number of 7 

substances for which we want to calculate the chromatogram is four N = 4, then the expressions 8 

presented above will take the following form: 9 

 (18) 

 

(19) 

  

(20) 
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The function that we maximize for a given input set does not have a maximum. A graph of 1 

this function for an example data set is shown below. 2 

 3 

Figure 8. Graph of the maximized function from formula (13) depending on the values of the elements 4 
of the stationary phase. 5 

The presented graph shows that the function defined by formula (14) or (20) does not have 6 

a maximum in the function responsible for determining the retention time (4), but if the 7 

elements of the stationary phase vector have the same sign, the value of function (20) is not 8 

limited. This means that the distances between individual peaks will increase proportionally as 9 

long as the values of the stationary phase elements increase and if all the stationary phase 10 

elements have the same sign. The existence of such a relationship is beneficial, but if we classify 11 

highly distorted vectors, the distances between the peaks of the classified chromatogram may 12 

differ significantly from the peaks of the chromatogram of the reference vector, which will 13 

result in incorrect classification. In this case, replace functions (5) ith a non-linear function. 14 

4. Classification of selected data sets 15 

This chapter will present the classification results for two types of data sets, namely for 16 

single-class sets and the second type of classification whose results will be presented is the 17 

classification of a multi-class set. Both in the case of the first and the second type of 18 

classification, the classification will be performed on files that are in a generally available 19 

repository and that were used in the process of testing other classification algorithms. It seems 20 

that the above conditions are met by the data sets made available on the UCI Repository website.  21 

The following data sets were selected for the tests. The first set of Thyroid Diseases is 22 

related to the medicine and diagnosis of diseases related to the thyroid gland. The remaining 23 

two datasets – Landsat and List satellite data – concern image recognition. These datasets were 24 
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downloaded from the publicly available UCI Machine Learning Repository (Home – UCI…, 1 

n.d.). Detailed information about these datasets is provided. Statistics for the selected datasets 2 

are presented in the table below. 3 

Table 1. 4 
Statistics of the test datasets 5 

Data Set Dimensionality Number of classes No of train samples No of test samples 

Thyroid 21 3 3772 3428 

Landsat Satellite 36 6 4435 2000 

Letters 16 26 15000 5000 

 6 

All calculations and implementation of individual algorithms were carried out using the 7 

MATLAB computing environment. 8 

4.1. Classification of a homogeneous and one-class data set 9 

As can be seen from the presented calculation results, the algorithm presented on sample 10 

single-class data sets does not differ significantly from other algorithms. The results achieved 11 

are average, but it should be emphasized that these are single-class sets with a very small 12 

number of attributes. The classified vectors have 16, 36 and 21 attributes respectively. 13 

Table 2. 14 
Percentage of correct classifications for the Thyroid Disease Data Set (Swiecicki, n.d.) 15 

Algorithm %Test  

CART tree 99.36 

SSV tree 99.33 

MLP+SCG, 4 neurons 99.24 

SVM Minkovsky kernel 99.18 

MLP+SCG, 4 neurons, 45 SV 98.92 

FSM 10 rules 98.90 

MLP+SCG, 12 neurons 98.83 

Cascade correlation 98.5 

MLP+backprop 98.5 

SVM Gaussian kernel 98.4 

k-NN, k = 1, 8 features 97.3 

Naive Bayes 96.1 

SVM Gauss, C = 1 s = 0.1 94.7 

Chrom  94.6 

1-NN Manhattan,  93.8 

SVM lin, C = 1 93.3 

 16 

Table 2 shows the classification results of the Thyroid Disease set using the 17 

chromatographic algorithm. As shown in the table, the presented algorithm does not differ from 18 

other algorithms in terms of classification quality. 19 

  20 
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Table 3. 1 
Percentage of correct classifications for the Landsat Satellite data Set (Swiecicki, n.d.) 2 

Algorithm  %Test  

MLP, 36 nodes, +SVNT 91.3 

MLP, 36 nodes,  91.0 

kNN, k = 3, Manhattan 90.9 

FSMneurofuzzy, learn 0.95 89.7 

kNN, k = 1, Euclidean 89.4 

SVM Gaussian kernel  88.4 

RBF, Statlog result 87.9 

Chrom  87.8 

MLP, Statlog result 86.1 

Bayesian Tree 85.3 

C4.5 tree 85.0 

SSV tree 84.3 

Cascade  83.7 

LDA Discrim 82.9 

Kohonen 82.1 

Bayes 71.3 

 3 

Table 3 shows the classification results of the Landsat Satellite data Set using the 4 

chromatographic algorithm. Similarly to the previous case. As can be seen from the table 5 

presented, the presented algorithm does not differ from other algorithms in terms of 6 

classification quality. In order to improve the quality of classification in this case, it would be 7 

necessary to consider changing the level of fragmentation (Algorithm 1.). 8 

Table 4. 9 
Percentage of correct classifications for the Letter Recognition Data Set (Swiecicki, n.d.) 10 

Algorithm  %Test  

Chrom 94.10 

ALLOC80 93.60 

K-NN 93.20 

LVQ 92.10 

Quadisc 88.70 

CN2 88.50 

Bayesian Tree 87.60 

NewId 87.20 

IndCART 87.00 

C4.5 86.80 

DIPOL92 82.40 

RBF 76.60 

Logdisc 76.60 

Kohonen 74.80 

Backprop 67.30 

 11 

In the case of classification using the Letter, the presented algorithm turned out to be the 12 

best. 13 

The sets from the point of view of the presented algorithm are not well selected - because 14 

they have relatively few attributes, but there is a large set of publications presenting the results 15 

of the classification of these sets using various classification algorithms. 16 
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4.2. Principle of multiclass vector classification 1 

The basic property of the presented algorithm is the ability to classify data containing data 2 

from several classes at the same time, i.e. the so-called multi-class vectors. To illustrate this 3 

case, assume that we have a vector containing data belonging to two classes, e.g. data belonging 4 

to class 1 and class 2. Then the chromatogram of such a vector will look as shown in Figure 9. 5 

 6 

Figure 9. Chromatograms of vectors belonging to a) two classes: b) to three classes. 7 

As can be seen from the figures presented, the chromatograms contain peaks specific to 8 

chromatograms belonging to class 1 and class 2. After adding peaks that belong to class,  9 

e.g. class 3, we do not lose information about peaks belonging to classes 1 and 2. All peaks 10 

should be correctly identified. 11 

Thanks to the proposed data processing technique, it is possible to classify cases in which 12 

the classified vector belongs to several classes at the same time. 13 

4.3. Classification of multi class vectors 14 

Using the letter data set, a multi-class set was created - one contains fragments belonging 15 

to five classes. The task of the algorithm was to answer the question into what classes a given 16 

input vector could be classified. 17 

This means that a given input vector may contain any combination of data for classification, 18 

which may belong to a given number of classes. For a single class, it contains pieces of data 19 

that may belong to a single class. However, if the number of classes is equal to two, then the 20 

input vector that was processed by algorithm 1 may contain data that may belong to at most 21 

two classes. 22 

  23 
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Table 5. 1 
Classification results using a multi-class set chromatographic algorithm 2 

Number of Classes 

Fragmen-

tation 

1 2 3 4 5 

NoClass C NoClass C NoClass C NoClass C NoClass C 

16  92.4 92.4 73.3 70,2 47.9 44,2 26.7 24.7 11.5 10.1 

8  90.4 90.4 70.3 68.4 45.9 40,4 25.7 21.7 10.0 8.2 

4  89.4 89.4 69.3 65.1 44.9 40.0 24.7 20.4 9.8 7.3 

 3 

Table 5 presents the classification results of a multi-class set created from the Letter set. 4 

The presented results show the percentage of correct classifications. Each column related to the 5 

number of classes has been divided into two columns - the first column called NoClass - gives 6 

the percentage correctness of the classification in terms of quality, i.e. whether fragments 7 

belonging to the appropriate classes have been correctly identified in a given input vector.  8 

The second column called C - concentration informs how many of these fragments have been 9 

correctly identified, i.e. it provides quantitative information 10 

 

(21) 

In order to assess the correctness of the classification in quantitative terms, an indicator was 11 

defined that was used to evaluate this type of classification. This indicator is presented using  12 

a formula. The Cpattern vector contains information about the actual number of vector fragments 13 

in the vector that is subjected to the classification process. Whereas the Cout vector contains 14 

information about the number of vector fragments identified by the classifier. The CCorectPercent 15 

indicator gives the percentage of correct classifications for a given input vector out of the 16 

number of fragments of subvectors belonging to particular classes - i.e. concentrations. 17 

As the table shows, providing quantitative information is less accurate compared to the 18 

situation when we evaluate the classifier in qualitative terms. 19 

As the results presented in the table show, the presented algorithm correctly identified three 20 

classes - the percentage of correct answers was over fifty percent. However, when indicating 21 

the remaining classes to which fragments of the input vector belong, the number of correct 22 

answers was no longer satisfactory. 23 

Nevertheless, it should be noted that the difference between the correct answers of the 24 

quantitative classifier and the qualitative answers of the classifier was not that large – it was 25 

several percentage points, and the classifier provided quantitative information, which is quite 26 

important in various decision-making processes. 27 

  28 
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5. Conclusions 1 

The article presents an innovative method of data processing similar to chromatographic 2 

data separation in analytical chemistry. Three algorithms have been proposed, the aim of which 3 

is to convert the data vector into a set of mixtures and classifications of individual chemical 4 

substances, which was created in the process of transforming the input vector. The paper 5 

presents results for well-known sets such as Thyroid, Landsat Satellite and 6 

Letters. As shown, this data classification technique will be suitable for multi-class sets,  7 

i.e. those containing fragments in which vectors contain fragments of data belonging to several 8 

classes at the same time. The work also shows that using the proposed algorithms it is possible 9 

to obtain information about the classified vector not only of a qualitative nature, but also that 10 

the presented classification technique provides quantitative information. 11 

The article presents an algorithm for the separation of chromatographic data, which was 12 

inspired by one of the methods of analytical chemistry, which is resolution chromatography. 13 

Three algorithms were proposed for chromatographic data separation, which constitute the 14 

chromatographic data separation process. Algorithm 1, whose task is to transform a set of input 15 

vectors into a set of mixtures of substances. Algorithm 2, the algorithm responsible for 16 

calculating the retention time. The third algorithm is responsible for assigning the spectrum of 17 

the unknown substance, i.e. the input vector, to the chromatograms of the reference vectors.  18 

As shown in all the above-mentioned types of datasets, the proposed classification mechanism 19 

performed relatively well. In order to improve the classification efficiency of the presented 20 

mechanism, it would be necessary, first of all, to algorithmize the problem of stationary phase 21 

selection taking into account nonlinear functions. 22 

Based on the presented results, it can be assumed that the chromatographic data separation 23 

technique can be successfully used in the processing of large data sets, where the data do not 24 

always have such features as a constant vector length, a relatively small number of elements in 25 

the vectors and are heterogeneous. 26 
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