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1. Introduction 24 

Combinatorial optimization problems play a crucial role in various fields, ranging from 25 

operations research and logistics to computer science and artificial intelligence. The essence of 26 

these problems lies in the search for an optimal solution from a finite set of possible solutions, 27 

where the feasible solutions form a discrete combinatorial structure. However, the inherent 28 

complexity and difficulty of these problems pose significant challenges for efficient solution 29 

methodologies. 30 
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Many combinatorial optimization problems, such as various scheduling problems (SP),  1 

the traveling salesman problem (TSP) and the knapsack problem, belong to the NP class.  2 

The difficulty in finding an optimal solution grows exponentially with the size of the input, 3 

making these problems computationally challenging. Some combinatorial optimization 4 

problems are even more challenging and fall into the category of NP-hard problems.  5 

These are problems for which no known polynomial-time algorithm exists unless P equals NP. 6 

NP-complete problems are a subset of NP-hard problems, and if a polynomial-time algorithm 7 

exists for any NP-complete problem, it implies a polynomial-time algorithm for all problems 8 

in NP. 9 

The concept of NP-hardness and NP-completeness provides a theoretical framework for 10 

understanding the inherent difficulty of certain optimization problems. While algorithms exist 11 

for solving specific instances of these problems, finding a general solution algorithm remains 12 

an open challenge. 13 

Given the computational intractability of many combinatorial optimization problems, 14 

researchers often resort to heuristic and approximation algorithms. Heuristics are rule-of-thumb 15 

strategies that may not guarantee an optimal solution but aim to find a good solution within  16 

a reasonable amount of time. Approximation algorithms provide solutions that are guaranteed 17 

to be close to the optimal solution, often with a known bound on the solution quality. 18 

Combinatorial optimization problems exhibit a rich tapestry of complexity, with many 19 

problems residing in the realm of NP-hardness and NP-completeness. The development of 20 

efficient algorithms for solving these problems remains an active area of research, fueled by 21 

advancements in computational techniques, and algorithmic design. As technology continues 22 

to evolve, the quest for tackling the complexity and difficulty of combinatorial optimization 23 

problems persists, driving innovation and progress in optimization theory and practice. 24 

The No Free Lunch Theorem, introduced by David Wolpert and William Macready in 1997 25 

(Wolpert, Macready, 1997), is a powerful concept in the field of optimization. In essence,  26 

it states that no optimization algorithm can outperform random search over all possible 27 

optimization problems. This theorem challenges the notion of a one-size-fits-all algorithm and 28 

emphasizes the importance of tailoring optimization approaches to the specific characteristics 29 

of a problem. The theorem suggests that there is no universal algorithm that excels across all 30 

combinatorial optimization problems. Each problem has its own unique structure,  31 

and a successful optimization algorithm must exploit this structure to be effective.  32 

Therefore, understanding the characteristics of the problem at hand becomes paramount. 33 

To navigate the challenges posed by the No Free Lunch Theorem, researchers and 34 

practitioners in combinatorial optimization have increasingly turned to customization and 35 

problem-specific knowledge. Rather than relying on generic algorithms, tailoring optimization 36 

approaches to the specific structure and constraints of a given problem is key. 37 

  38 
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This paper presents an exploration of optimizing scheduling problems in real-world 1 

contexts through the integration of population-based methods and parallel processing 2 

techniques utilizing Apache Spark environment. It investigates various approaches such as 3 

metaheuristic algorithms, problem-specific heuristics, and hybrid methods that combine 4 

different optimization techniques for solving some computationally hard scheduling problems. 5 

To obtain satisfactory results one needs approaches offering scalability, adaptability, 6 

parallelization, and capability of learning and evolving over time. The originality of this paper 7 

relies on designing and validating original software framework applied for solving different 8 

scheduling problems. We believe that by tackling scheduling problems one would arrive at 9 

ideas helpful for solving a variety of the combinatorial optimization problems.  10 

The rest of the paper is organized as follows. In Section 2 a brief description of scheduling 11 

problems is given and two techniques are discussed – population-based optimization and 12 

solution space search parallelization. Section 3 describes three computationally difficult 13 

scheduling problems subsequently used as the test-bed for computational experiment. Section 14 

4 describes the proposed parallelized population-based approach. Section 5 contains details of 15 

the proposed implementation for solving the test-bed problems. Section 6 describes 16 

computational experiment and its results. Finally, Section 7 contains conclusions and ideas for 17 

future research. 18 

2. Literature Review 19 

2.1. Scheduling  20 

Scheduling problems are ubiquitous and critical across numerous industries and domains. 21 

They represent a broad class of optimization problems that involve assigning resources to 22 

activities over time, typically with the goal of optimizing one or more objectives such as 23 

minimizing total duration, maximizing efficiency, or balancing resource utilization.  24 

These problems are found in manufacturing, logistics, healthcare, project management,  25 

and many other sectors. 26 

Diverse applications include: 27 

 Manufacturing: In manufacturing, scheduling problems such as the Job Shop 28 

Scheduling Problem (JSSP) or the Flexible Job Shop Scheduling Problem (FJSSP) are 29 

vital. Efficient scheduling ensures optimal machine utilization, reduces waiting times, 30 

and accelerates product delivery, directly impacting production costs and customer 31 

satisfaction. 32 

  33 
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 Project Management: In project management, the Resource-Constrained Project 1 

Scheduling Problem (RCPSP) and its modifications such as the Multi-Skill Resource-2 

Constrained Project Scheduling Problem (MS-RCPSP) are considered. They entail 3 

assigning resources to tasks while adhering to various constraints that restrict resource 4 

allocation. Effective scheduling is crucial for timely project completion, optimal 5 

resource utilization, and cost management. 6 

 Healthcare: In healthcare, scheduling involves staff rostering, patient appointment 7 

systems, and operating room management. Effective scheduling is essential for patient 8 

care quality, reducing wait times, and maximizing healthcare provider efficiency. 9 

 Transportation and Logistics: Scheduling is key in transportation for route planning and 10 

fleet management. It ensures timely deliveries, optimizes fuel consumption,  11 

and improves service quality. In logistics, scheduling affects warehouse operations, 12 

loading/unloading activities, and distribution strategies. 13 

 IT and Computing: In the realm of IT, task scheduling in distributed and cloud 14 

computing environments is critical for balancing loads, optimizing computational 15 

resources, and reducing latency. 16 

Efficient scheduling leads to cost savings, enhanced productivity, better service quality,  17 

and improved overall operational efficiency. In industries like manufacturing and 18 

transportation, it directly influences profitability and competitiveness. In social contexts,  19 

such as healthcare and public services, it significantly impacts service accessibility and quality. 20 

The importance of solving various scheduling problems cannot be overstated. They are 21 

pivotal in optimizing operations, enhancing service quality, reducing costs, and improving 22 

overall efficiency in diverse sectors. However these problems are also NP-hard, meaning they 23 

are computationally intensive and challenging to solve, especially for large-scale instances. 24 

Therefore, as essential tools in solving complex scheduling problems, scalable and flexible 25 

metaheuristics have emerged, that balance between exploration and exploitation to find near-26 

optimal solutions in reasonable time frames. 27 

Popular metaheuristics for scheduling include: 28 

 Genetic Algorithms (GA) (Sampson, 1976; Wu et al., 2004; Squires et al., 2022; Ajmal 29 

et al., 2021): Mimic the process of natural selection, effectively used in job scheduling 30 

and resource allocation. 31 

 Simulated Annealing (SA) (Kirkpatrick et al., 1983; Elmohamed, Saleh, 1998; Dalila  32 

et al., 2023; Lin et al., 2021): Inspired by the annealing process in metallurgy, useful in 33 

solving job shop and flow shop scheduling problems. 34 

 Tabu Search (TS) (Glover, Laguna, 1999; Amico, Trubian, 1993; Mathlouthi et al., 35 

2021; Vela et al., 2020): Uses memory-based strategies to avoid cycling back to 36 

previously explored solutions, effective in complex scheduling environments. 37 
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 Ant Colony Optimization (ACO) (Dorigo, Di Caro, 1999; Rajendran, Ziegler, 2004;  1 

Yi et al., 2020) and Particle Swarm Optimization (PSO) (Kennedy, Eberthart, 1995; 2 

Wang et al., 2018; Dalila et al., 2023; Pradhan et al., 2022): Inspired by the behavior of 3 

ants and flocks of birds, respectively, these are used for their robustness in various 4 

scheduling problems. 5 

The application of metaheuristics in solving scheduling problems is driven by the need to 6 

find high-quality solutions within a reasonable time frame, especially for problems that are too 7 

complex for classical optimization methods. 8 

2.2. Population-based Methods and Parallelisation 9 

Apart of the choice of metaheuristics used to solve a scheduling problem, the efficiency of 10 

searching for solutions may be improved by using population-based methods to expand the 11 

search space and applying parallelism to speed up the search process.  12 

Population-based methods offer significant advantages in solving various optimization 13 

problems (Jędrzejowicz, 2020). The methods operate on a set of potential solutions 14 

(a population of solutions) simultaneously. They excel in exploring large solution spaces, 15 

handling complex constraints, and providing a balanced approach to both exploring new 16 

solution areas and exploiting known good solutions. The adaptability and scalability of these 17 

methods make them particularly suited for the dynamic and often computationally intensive 18 

nature of scheduling problems.  19 

Parallelisation represents a significant advancement in metaheuristics (Alba et al., 2013; 20 

Coelho, Silva, 2021) and it improves the search in the following aspects: 21 

 Handling large solution spaces: Many scheduling problems involve vast search spaces 22 

that are computationally intensive to explore. Parallelism allows simultaneous 23 

exploration of different regions of the solution space, significantly speeding up the 24 

search process. 25 

 Improving solution quality and diversity: Parallel metaheuristics can work on multiple 26 

solutions concurrently, increasing the diversity of the solution pool. This diversity helps 27 

in avoiding local optima and improves the overall quality of the solution. 28 

 Reducing computational time: One of the primary benefits of parallelism is the 29 

reduction in computational time. This is crucial for time-sensitive applications where 30 

quick decision-making is essential. 31 

 Scalability: parallelism enhances the scalability of metaheuristics, enabling them to 32 

effectively solve larger and more complex scheduling problems that would be infeasible 33 

with sequential methods. 34 

To solve scheduling problems described in this paper both population-based methods and 35 

parallelisation is used. 36 

  37 
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2.2.1. Integration of Apache Spark in Metaheuristics 1 

Apache Spark (Apache Spark, 2024), a powerful open-source distributed computing 2 

platform supports the way parallelism is introduced in metaheuristics. Its ability to process 3 

large-scale data across clusters of computers efficiently makes it particularly suitable for 4 

enhancing metaheuristic algorithms, which are often computationally intensive and data-heavy. 5 

Spark provides an accessible and scalable framework for deploying metaheuristics across 6 

multiple nodes, allowing for simultaneous exploration of the solution space and faster 7 

convergence to optimal solutions.  8 

Spark's primary strength lies in its distributed computing capability, enabling the 9 

partitioning of tasks across multiple nodes and facilitating in this way the implementation of 10 

parallel versions of algorithms, where multiple subpopulations evolve in parallel. Moreover, 11 

Spark's capability to handle large datasets seamlessly integrates with the data-intensive nature 12 

of many optimisation problems, enabling more effective and efficient data processing and 13 

analysis. 14 

The synergy between Spark and metaheuristics drives significant advancements in solving 15 

some of the most challenging problems in various domains (Lu et al., 2020; Aljame et al., 2020). 16 

3. Test-bed Problems 17 

In this paper, the integration of Apache Spark with population-based metaheuristics is 18 

outlined to effectively parallelize the search for solutions in scheduling processes. To illustrate 19 

this integration, three well-known NP-hard problems are selected: 20 

 Job Shop Scheduling Problem (JSSP). The Job Shop Scheduling Problem is a classic 21 

optimization problem in production and operations management. It involves scheduling 22 

a number of jobs on a set of machines. Each job consists of a specific sequence of 23 

operations, each of which must be processed on a specific machine for a certain period 24 

of time. The objective is to minimize the total time required to complete all jobs (known 25 

as the makespan). The challenge arises from the constraints: each machine can only 26 

handle one operation at a time, and once an operation starts, it must run to completion 27 

without interruption.  28 

The problem was addressed in (Belmamoune et al., 2022; Wei et al., 2022; Shieh  29 

et al., 2022; Jedrzejowicz Wierzbowska, 2023), each of these papers also contains the 30 

formal definition of the problem. 31 

 Flexible Job Shop Scheduling Problem (FJSP). The Flexible Job Shop Scheduling 32 

Problem is a more complex variant of the traditional Job Shop Scheduling Problem.  33 

In FJSP, each operation of a job can be processed on more than one machine, adding  34 

an additional layer of complexity. The primary goal remains the minimization of the 35 
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total time to complete all jobs (makespan). This flexibility in machine assignment 1 

introduces additional decision-making dimensions, as it requires determining not only 2 

the sequence of operations for each job but also the optimal machine assignment for 3 

each operation. 4 

The problem was formally described and examined in (Han, Yang, 2021; Jiang, 5 

Zhang, 2018; Nouri et al., 2017, Jedrzejowicz, Wierzbowska, 2022). 6 

 Multi-Skill Resource-Constrained Project Scheduling Problem (MS-RCPSP).  7 

The Multi-Skill Resource-Constrained Project Scheduling Problem is a complex 8 

scheduling problem that involves assigning renewable resources with varied skill sets 9 

to specific tasks in a project. Each resource represents human staff and possesses a cost 10 

rate and a unique combination of skills. Each task requires a specific set of skills to be 11 

completed. The goal is to optimize the project schedule by minimizing the total project 12 

duration, while adhering to resource availability, skill requirements and precedence 13 

constraints. This problem is challenging due to the intricate balance required between 14 

resource allocation, skill matching, and schedule optimization. 15 

The MS-RCPSP was proposed in (Bellenguez, Néron, 2005) and its formal 16 

definition can be found in (Bellenguez, Néron, 2005; Myszkowski et al., 2015; 17 

Myszkowski et al., 2019). 18 

4. Proposed Parallelized Population-based Approach 19 

The approach applied in this study is population-based system which uses parallelisation 20 

offered by Apache Spark. 21 

4.1. System architecture 22 

The system presented in this paper uses a population of individuals that represent solutions 23 

to the given scheduling problem. After the initial population of solutions is generated  24 

(at random or with the use of a number of heuristics), the solutions are improved by 25 

optimization heuristic algorithms. These algorithms are internal optimizing programs and are 26 

known as optimizing agents. Typically, a set of several agents is defined, with each one 27 

improving the solution in a different way. 28 

The optimizing agents receive solutions from the population, enhance them, and reintegrate 29 

them into the population until the stopping criterion is met. The procedure varies across 30 

different problems and approaches. It is referred to as a control strategy. The overall system 31 

architecture is outlined in Figure 1. 32 

 33 
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 1 

Figure 1. Proposed system architecture schema. 2 

Source: own study. 3 

In the case of JSSP and FJSP problems the stopping criterion depends on the value of the 4 

objective function of the best solution in the whole population of solutions, if the value remains 5 

unchanged for a predefined number of consecutive cycles the process ends. 6 

In the case of MS-RCPSP the average diversity in the population and the maximal number 7 

of scheduling generation schemas (SGS) procedure calls are used as the stopping criterion.  8 

An individual is represented by the sequence of activities with resources assigned. To generate 9 

a solution from the sequence, the SGS is most often used. Computations are stopped when the 10 

average diversity in the population is less than a fixed value or the number of SGS procedure 11 

calls is greater than a predefined number.  12 

There are many control strategies and successful implementation may define these 13 

strategies in different ways. The expected result of any strategy that is used in the process is to 14 

obtain a population that over time contains better and better solutions. The crucial aspect of 15 

defining a strategy is utilisation of parallelism in execution of changes to the population. 16 

4.2. Control strategies 17 

The control strategies are responsible for optimization of the solutions in the population.  18 

A variety of strategies may be defined and used in the system, differing in their approach to 19 

selecting solutions, choosing heuristics for their improvement, or merging improved solutions 20 

with the population. In this study two different strategies are used. 21 

The first strategy – SSIA (strategy based on simple improvement agents) - uses optimizing 22 

agents with relatively simple internal algorithms: they improve solutions by making a simple 23 

adjustment on the solution. Upon successful improvement, the refined solution is reintroduced 24 

back into the population, replacing the least effective solution that was initially drawn from it. 25 

The complexity of each such algorithm is very low and in one cycle of improvements hundreds 26 
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or thousands such algorithms may be run. A single step of SSIA is shown in Figure 2.  1 

A predefined number of such steps is run in one cycle of optimization. This strategy is used in 2 

the case of JSSP and FJSP problems. 3 

 4 

Figure 2. Single step in SSIA strategy. 5 

Source: own study. 6 

The second strategy – SRLR (strategy based on reinforcement learning rules) – is used to 7 

solve the MS-RCPSP problem. In this case the optimizing agents are slightly more complex. 8 

They represent simple metaheuristic algorithms. In one cycle of improvement a fixed number 9 

of such algorithms is run. In most cases the number does not exceed the population size. 10 

A single step of SRLR is shown in Figure 3. A predefined number of such steps is run in one 11 

cycle of optimization. 12 

 13 

Figure 3. Single step in SRLR strategy. 14 

Source: own study. 15 

4.3. Parallelisation of the Population-based Approach 16 

Parallelisation involves dividing the main task into smaller, independent tasks that can be 17 

executed concurrently. This concept can be applied to population-based systems as follows: 18 

  19 
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 Division into Subpopulations:  1 

o The entire population is divided into smaller subpopulations. One should recall the 2 

island-based evolutionary algorithms. 3 

o Each subpopulation is assigned to a separate processing unit or thread, allowing 4 

simultaneous processing. 5 

 Independent Evolution:  6 

o Each subpopulation evolves independently.  7 

o By evolving separately, these subpopulations explore different regions of the 8 

solution space concurrently. Independent subpopulations are more likely to produce 9 

diverse solutions (exploration). 10 

 Interaction and Information Sharing:  11 

o Periodically, the subpopulations are combined into one set and then divided again. 12 

In this way, new subpopulations contain solutions from various areas of the solution 13 

space. 14 

o Such (indirect) information sharing helps in propagating good traits across the entire 15 

population, preventing subpopulations from stagnating in local optima 16 

(exploitation).  17 

The optimization of the populations employing the SSIA strategy is illustrated in Figure 4, 18 

while Figure 5 depicts the optimization utilizing the SRLR strategy. 19 

 20 

Figure 4. Optimization of the population with the use of SSIA. 21 

Source: own study. 22 
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 1 

Figure 5. Optimization of the population with the use of SEA. 2 

Source: own study. 3 

4.3.1. Incorporation of Apache Spark 4 

In both the SSIA and SRLR strategies, a crucial component of the algorithm involves 5 

concurrent execution of processes in k parallel threads. This is achieved by leveraging the 6 

capabilities of Apache Spark, where each process runs independently in its dedicated thread 7 

within the Apache Spark framework. 8 

By implementing the parallelized approach, the system can leverage the benefits of 9 

population-based methods — such as robustness and the ability to escape local optima — while 10 

significantly improving computation efficiency and solution diversity.  11 

5. Implementation for Scheduling Problems 12 

In the context of scheduling problems there are several elements of the system that should 13 

be defined to match the problem being solved, and these are: 14 

 the form of solution, its structure and specific methods related to its processing, 15 

particularly the function used for calculating the objective function and functions that 16 

address constraint management, 17 

 aforementioned methods for generating new solutions - either through randomization or 18 

by employing basic heuristic techniques, 19 

 methods that take solution or solutions and refine them to generate improved versions 20 

(optimizing or improvement agents).  21 

For all scheduling problems considered in this paper solutions are represented as lists. 22 

  23 
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5.1. Improvement Agents 1 

Improvement agents are specialized heuristic or metaheuristic optimization algorithms. 2 

Each agent is designed to enhance given solution or solutions by applying specific 3 

modifications. The introduction of these agents is crucial for dynamically refining solutions, 4 

where each agent contributes uniquely to the problem-solving process. They operate on existing 5 

solutions, applying techniques like mutation, crossover, or local search, to explore the solution 6 

space more effectively and find improved solutions. The diversity and specific functions of 7 

these agents are key to addressing the complex constraints and objectives of scheduling 8 

problems. 9 

The algorithms used in case of three considered problems are as follows: 10 

For JSP and FJSP: 11 

 RandomSwap – replaces elements representing jobs (or operations) on two random 12 

positions in the list that represents a solution. 13 

 RandomMove – takes at random one element representing job (or operation) from the 14 

list that represents a solution and moves it to another, random position. 15 

 RandomReorder – takes a random slice of the list representing a solution and shuffles 16 

the elements in this slice (the order of its elements changes at random). 17 

 Crossover – requires two solutions. A slice from the first solution is extended with the 18 

missing elements in the order as in the second solution. 19 

Additionaly for FJSP: 20 

 RandomReverse – takes a random slice of the list representing a solution and reverses 21 

the order of its elements. 22 

 PSOmove – the agent performs one movement on each available particle (solution).  23 

The movement is adapted to elements with discreet values. In the case of each particle 24 

that has to be processed there is: current solution c of the particle, local best solution lB 25 

of the particle and global best solution gB. The new solution is created in such a way, 26 

that each i-th element of the list defining the resulting solution is obtained in the 27 

following way: 28 

𝑒(𝑖) = {

𝑐(𝑖), with probability 𝑝𝐶

𝑙𝐵(𝑖), with probability 𝑝𝐿𝑏

𝑔𝐵(𝑖), with probability 𝑝𝐺𝑏

 29 

where pC, pLb and pGb are given as parameters, pC + pLb + pGb = 1. 30 

The list created in the above way may result in obtaining a solution that is not feasible. 31 

Thus, in the next step the solution’s excessive jobs/operations are removed from random 32 

positions and instead the missing jobs/operations are inserted in the same positions to create 33 

a feasible solution. 34 

  35 
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For MS-RCPSP the improving algorithms are based on simple metaheuristics. All these 1 

algorithms return the best solution found in the successive steps of the search process. Three of 2 

them use the maxIt parameter representing the maximum number of iterations permitted without 3 

observing any improvement. The algorithms are as follows: 4 

 LSAm – Local Search Algorithm based on activities moving – moves activities in the 5 

solution schedule. Simultaneously, the necessary change of assigned resources is 6 

checked and performed. In one iteration all possible moves are checked and the best one 7 

is carried out.  8 

 LSAe – similar to LSAm, exchanging pairs of activities in the solution schedule instead 9 

of moving activities. 10 

 LSAc – Local Search Algorithm based on one-point crossover operator applied to the 11 

pair of solutions. The crossover operation can be applied in each crossing point.  12 

Hence for project with n activities maximum n-2 crossing points can be checked. 13 

Because for some projects it may be too time consuming the algorithm stops after fixed 14 

number of iteration without improvement.  15 

 EPTA – Exact Precedence Tree Algorithm based on the concept of detecting  16 

an optimum solution by enumeration for a part of the schedule consisting of some 17 

activities. An exact solution for a part of the schedule is found. The beginning of the 18 

schedule part is selected randomly without repetition. The size of the schedule part is 19 

given as a parameter. The best solution found is remembered. 20 

 PRA – Path-Relinking Algorithm where for a pair of solutions from the population  21 

a path between them is constructed. Next, the best of the feasible solutions from the path 22 

is selected. To construct the path of solutions the activities are moved to other possible 23 

places in the schedule. Hence the iteration number is equal to n-3, where n is the number 24 

of activities in the schedule. All possible moves are checked. Only feasible solutions are 25 

accepted. The best solution found is retained. 26 

As one can notice a diverse array of algorithms is employed to improve solutions, 27 

illustrating the broad spectrum of complexity these algorithms can embody. On one end of this 28 

spectrum, there are straightforward, relatively simple algorithms that make incremental 29 

improvements to existing solutions. These simple algorithms are often focused on very basic 30 

modification to the solution, such as for example swapping elements within a schedule.  31 

On the other end, entire metaheuristic algorithms are utilized, which can be more complex and 32 

robust, like for example EPTA. Such algorithms do not just tweak solutions; they explore the 33 

solution space using more steps and are capable of making substantial, comprehensive 34 

improvements. Another example involves employing a single move from a well-known 35 

heuristic, such as Particle Swarm Optimization (PSO), similar to what is done in the PSOmove. 36 

This range from simplicity to complexity in improvement algorithms allows for a versatile 37 

approach to solving the scheduling problems presented in these papers, catering to the specific 38 

needs and constraints of each problem. 39 
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5.2. Cache Memories 1 

While solving JSSP another new feature has been used: so called cache memories. 2 

The basic premise is that solutions are represented as lists. Agents tasked with improvement 3 

aim to enhance current solutions by altering elements of these lists through methods like 4 

moving, swapping, or adjusting parts. The incorporated cache memory serves to track and retain 5 

the location (specific index within the list that represents the solution) of each solution's most 6 

recent successful modification. This characteristic aids in concentrating the search efforts 7 

around areas close to where the last successful alteration occurred. Utilizing the data in the 8 

cache memory enhances the collaborative impact of the interactions between agents by guiding 9 

them on which segment of the solution to concentrate on in subsequent steps. 10 

6. Computational Experiments and Results 11 

The experiments presented in this chapter regarding individual scheduling problems are 12 

based on settings derived from the previous papers of the authors: (Jedrzejowicz Wierzbowska, 13 

2022, 2023; Jedrzejowicz, Ratajczak-Ropel, 2023). 14 

6.1. JSP 15 

Experiments were run (Jedrzejowicz, Wierzbowska, 2023) on a benchmark dataset for the 16 

JSSP problem: the set of 40 instances proposed by (Lawrence, 1985), that have sizes from 5x10 17 

to 15x15. For each task from the dataset at least 30 runs were conducted, for which the average 18 

errors and times have been calculated. The settings for the experiments may be found in 19 

(Jedrzejowicz, Wierzbowska, 2023).  20 

The results are shown in Tables 1 and 2 under the MPF+ heading (+ stands for the cache 21 

memories from Sub-subsection 6.2.1. In both tables the results are compared with other recently 22 

published algorithms.  23 

In Table 1 results are compared with Q-Learning Algorithm, QL, (Belmamoune et al., 24 

2022), and a hybrid EOSMA algorithm (Wei et al., 2022) that mixes the strategies of 25 

Equilibrium Optimizer (EO) and Slime Mould Algorithm (SMA). The table shows average 26 

values calculated from average results for all tasks in considered dataset.  27 

  28 
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Table 1. 1 
Comparison of results obtained by MPF+ with other recently published results (average 2 

error and average running time) 3 

MPF+ 

(Jedrzejowicz 

Wierzbowska, 2023) 

QL01 

(Belmamoune et al., 

2022) 

QL02 

(Belmamoune et al., 

2022) 

EOSMA 

(Wei et al., 2022) 

avg error avg time [s] avg error avg error avg error 

1.50% 143.81 5.17% 8.35% 3.20% 

Note. avg err – average error calculated in reference to the best-known solution values in terms of the solution 4 
makespan. 5 

Source: own study. 6 

In Table 2 the results are compared with the results for the Coral Reef Optimization, 7 

CROLS, (Shieh et al., 2022). The results are calculated from results for la instances presented 8 

in the paper. For each instance, the results from the best model presented in (Shieh et al., 2022) 9 

is taken into account. 10 

In both tables the errors have been calculated in reference to the best-known solution values 11 

in terms of the solution makespan.  12 

In terms of running times, the algorithms QL0 and QL1 did not provide specific running 13 

time information. The EOSMA algorithm required between 10 and 103 seconds to execute. 14 

Table 2. 15 
Comparison of results obtained by MPF+ with other recently published results (average 16 

error and average running time for chosen la instances) 17 

MPF+ CROL1 (Shieh et al., 2022) CROL2 (Shieh et al., 2022) 

avg error avg time [s] avg error avg time [s] avg error avg time [s] 

1.37% 126.96 0.32% 281.99 0.39% 257.13 

Note. avg err - average error calculated in reference to the best-known solution values in terms of the solution 18 
makespan. 19 

Source: own study. 20 

Analysis of results from Tables 1 and 2 reveals that MPF+ implementation for solving the 21 

JSSP instances performs well as compared with several other approaches, for numerous 22 

instances offering better performance or shorter computation time. 23 

6.2. FJSP 24 

A number of experiments was run (Jedrzejowicz, Wierzbowska, 2023) on a widely used 25 

benchmark dataset: the set of ten FJSP problems by (Brandimarte, 1993), that includes instances 26 

of the problem from the size of 10 jobs, 6 machines and 55 operations to the size of 20 jobs,  27 

15 machines and 240 operations.  28 

In the experiments the solutions in the initial population were drawn at random or created 29 

with the use of the metaheuristic from (Ziaee, 2014). 30 

In Table 3 the performance of the proposed method – MPF, with no cache mamories -  31 

is compared with a number of approaches from other papers. The table presents average of the 32 

best results obtained for all problems in the Brandimarte set. By the result we understand the 33 
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best value of the makespan found by the algorithm. In case of MPF and GATS+HM each 1 

Brandimarte problem was solved more than once. 2 

Table 3. 3 
Performance of the MPF FJSP versus other approaches 4 

MPF 
AC-SD 

(Han, Yang, 2021) 

GWO 

(Jiang, Zhang, 2018) 

GATS+HM 

(Nouri et al., 2017) 

avg 

makespan 

avg  

time [s] 

avg 

makespan* 

avg 

makespan* 

avg  

time [s]* 

avg 

makespan 

avg  

time [s] 

183.7 65.8 216.9 182.2 545.0 178.3 42.26 

Note. the star indicates that only one solution for each problem in the benchmark dataset was given in the 5 
corresponding paper. 6 

Source: own study. 7 

The results, as presented in Table 3, demonstrate both satisfactory quality and competitive 8 

computation time, making MPF a worthy addition to the set of available tools for solving FJSS 9 

problem instances. 10 

6.3. MS-RCPSP 11 

The computational experiment has been carried out using the benchmark instances of  12 

MS-RCPSP accessible as a part of Intelligent Multi Objective Project Scheduling Environment 13 

(iMOPSE, 2024). The test set includes 36 instances representing projects consisting from 78 to 14 

200 activities. The detailed descriptions and benchmark data analyses can be found in 15 

(Myszkowski, 2015, 2019). 16 

In the experiment the metaheuristics described in Section 5.2 have been used with 10 or 20 17 

iterations. Solutions in the initial population were drawn at random or created with the use of 18 

the heuristic. Tested populations include from 30 to 50 solutions. The stopping criteria have 19 

been set as minimal average diversity in the population not greater than 0.01 and maximal 20 

number of SGS procedure calls not greater than 10000. The more detailed description of the 21 

proposed by authors approach can be found in (Jedrzejowicz, Ratajczak-Ropel, 2023).  22 

The results for PPMHRL are shown in Tables 4 and 5. During the experiment the following 23 

results were calculated and recorded: schedule duration (makespan), standard deviation (STD) 24 

and computation time. Each problem instance has been solved 10 times and the results were 25 

averaged over these solutions. 26 

In Table 4 the results for two considered population sizes are provided, while in Table 5, 27 

the comparison of the results from the literature. 28 

Table 4. 29 
Comparison of results obtained by the PPMHRL for two population sizes 30 

PPMHRL(|P| = 30) PPMHRL(|P| = 50) 

avg makespan STD avg time [s] avg makespan STD avg time [s] 

333.6 3.7 954.3 327.8 4 1076.4 

Note. STD – standard deviation. 31 

Source: own study. 32 
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Table 5. 1 
Comparison of results for approaches from the literature 2 

GRAP 

(Myszkowski, Siemieński, 2016) 

DEGR 

(Myszkowski et al., 2018) 

GP-HH 

(Lin et al., 2020) 

avg  

makespan 
STD 

avg  

time [s] 

avg  

makespan 
STD 

avg  

time [s] 

avg  

makespan 
STD 

avg  

time [s] 

341.4 3.4 349.7 332.5 5.1 1494.9 320.5 320.9 988.7 

Note. STD – standard deviation. 3 

Source: own study. 4 

PPMHRL demonstrates promising results, with the population of 50 individuals 5 

outperforming the one with 30. The average best result improves by 1.9%, AVG by 1.7%,  6 

and the STD is slightly lower. Table 5 compares the obtained results with those from the 7 

literature. The proposed approach's results are comparable to several recent papers, with one 8 

population-based algorithm, GP-HH (Lin et al., 2020), standing out and outperforming others. 9 

GP-HH achieves a better makespan value by an average of 0.7%, especially noticeable as the 10 

number of activities increases. 11 

7. Conclusions 12 

Making operational decision is an important managerial task. Among variety of operational 13 

problems there is a special class of computationally difficult ones. Finding optimum or 14 

satisfactory solution of a difficult problem is not an easy task, with the quality and time needed 15 

for finding such a solution could be a critical factor from the point of view of the performance, 16 

and enterprise success. It is well-known that difficult operational problems include allocation 17 

of categorical resources, routing, scheduling and other problems with a combinatorial 18 

component. Main contribution of this article is proposing and validating an approach for 19 

integrating population-based methods, and parallel computation technologies, enabling to 20 

obtain high quality solutions to difficult scheduling problems using reasonable computational 21 

resources, including reasonable computation time. We propose the adoption of parallel 22 

processing techniques, with a particular emphasis on leveraging Apache Spark for simultaneous 23 

execution of population-based metaheuristics. Apache Spark role in enhancing computational 24 

efficiency and scalability aligns seamlessly with the demands of parallelized metaheuristics. 25 

The study suggest the utilization of diverse population-based strategies and incorporating 26 

various improvement algorithms within the population ensuring adaptability and scalability in 27 

handling intricate scheduling complexities. The proposed framework has been validated 28 

experimentally showing competitive performance as compared with several state-of-the-art 29 

approaches based on various metaheuristics. It should be noted that the proposed framework 30 

can be used for solving other combinatorial optimization problems. 31 
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Future research will focus on finding more effective improvement algorithms,  1 

and on applying machine learning techniques for managing and controlling strategies for 2 

exploration and intensification of the feasible solution space. 3 
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