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FOREWORD

We are delighted to present the latest number of Silesian University of Technology.
Scientific Papers. Organization and Management Series. The main theme, "Towards the Future
of Management", encompasses a range of research topics in management and innovation.

This edition of the journal delves into diverse management challenges and strategies in
different sectors, including healthcare, energy, and emerging technologies. It encompasses
a spectrum of articles that emphasize the need for innovative approaches to address
contemporary issues. Each contribution enriches management theory and practice,

underscoring the evolving and dynamic nature of today's business landscape.

Aleksandra Czupryna-Nowak

Mateusz Trzeciak
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Purpose: Artificial intelligence (Al) can be applied in various areas of crisis management.
It can provide numerous benefits concerning speed, effectiveness and precision of actions.
Al accelerates the process of massive amounts of data processing, such as sensor data, satellite
images, social data streams and much more. This enables to make quick analysis of a situation
and make quick decisions in order to monitor various sources of information in real-time and
detect early signals of a crisis. Advanced algorithms can identify patterns and anomalies
enabling a quick response. Al can be used to model various crisis scenarios based on available
historical and current data. This way it is possible to predict the probable effects of a given
crisis and prepare for various situations. Al can analyze social media data to monitor
community sentiments, identify potential threats and manage crisis communication. Automatic
sentiment analysis systems can help understand society's response to a crisis. Advanced
Al systems can be used to predict human behavior in various crisis scenarios. This allows to
understand better how people may react and what their needs are in a given time. Al can help
detect and combat cyber attacks, which constitute a serious threat, especially when it is
necessary to maintain critical infrastructures. Integrating Al into crisis management requires
caution because decisions made by Al systems should be consistent with ethical standards and
they must consider the human supervision and assessment of the crisis situation.
Design/methodology/approach: The paper analyzes the Al methods applied during crises.
The results of interviews conducted with students, teachers and authors' personal experiences
are provided.

Findings: Al is a new way of solving problems, especially during crises. The new technologies
determine the way and the speed of problems solving.

Originality/value: Originality based on the interviews and post-crisis (COVID) points of view
are the value.

Keywords crises, Al, Chat GPT.
Category of the paper: Research paper, Viewpoint.

http://dx.doi.org/10.29119/1641-3466.2023.186.1 http://managementpapers.polsl.pl/
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1. Introduction

In today's dynamic educational environment, where teachers, students, and educational
institutions have to cope with various challenges, the application of artificial intelligence (AI)
is becoming a significant research and implementation area (Banasik, Kempa 2023; Usidus
2023a, 2023b, 2023c, 2023d; Lindebaum, Fleming, 2023). In particular, the development of
Al technology is offering new perspectives in the field management crisis in education.
It enables faster reactions to sudden situations and more effective coordination of activities.
This paper focuses on the analysis of specific applications of artificial intelligence in the context
of management crisis in education. It also examines how modern technologies can support
educational systems in coping with the challenges that educational surrounding variability
provides (Fazgali¢, 2022; Grioux, 2021).

ChatGPT 1is an advanced technology of artificial intelligence that may have many
applications in various fields (Van Dis et al., 2023). Here, there are presented a few examples:

e  Customer service: ChatGPT may serve as an automatic assistant answering customer
questions and solving problems.

e Content generation and copywriting: ChatGPT is a powerful content generation tool
that can create articles, blogs, posts on social media and much more.

e Translations and multilingualism: ChatGPT can help translate foreign languages and
deliver information in many languages.

e Education and virtual tutors: ChatGPT can help do homework and prepare to
examinations. For example, ChatGPT can be used to generate various tests or translate
didactic materials in foreign languages. Additionally, ChatGPT can help students
understand complex concepts by summarizing scientific papers or other texts.

e Entertainment and storytelling: ChatGPT can create scenarios and dialogues in the film
and theatre industry generating creative and original ideas.

e Analytics and text-based data analysis: ChatGPT can be used to test data and analyze
trends providing valuable information for companies and researchers.

The article contains an introduction, related works, ChatGPT analysis, discussion,

and conclusions.

2. Related works

Intelligence is perceived as a feature of an individual who interacts with the external
environment or deals with a problem or a situation. Intelligence is related to the ability to

succeed, which implies the existence of goals. It emphasizes on learning (Ratten, Jones, 2023;
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Burger et al., 2023; Korzynski et al., 2023), adaptation, and experience. Many definition of
intelligence have been defined by Legg and Hutter (Legg et al., 2007), including some taken
from the Al domain.

Intelligence can be perceived as the ability to use sense perception in order to understand
even potentially unknown situations and confront them with the existing knowledge.

Artificial intelligence focuses mainly on the data analysis. According to (Jagadish et al.,
2014), data sciences are based on data management and analysis. On one hand,
data management covers acquisition, content extraction, integration and data representation.
On the other hand, data analysis refers to the analysis and interpretation based on people.
The stage of data management is devoted to data perception. Data analysis aims at providing
the user the content that may be interpreted and then the decisions can be made. The sub-stage
analysis concentrates on detection of patterns and correlations (for statistical purposes) in order
to ensure the decision level appropriate for the interpretation based on people (Benaben et al.,
2019; Hu et al., 2023).

Real-time Big Data applications are related to the industry, e.g., financial and stock markets,
intelligent transport, warning systems etc. These applications are crucial because they help
improve the quality of life, limit risk and rescue people (Mohamed, Al-Jaroodi, 2014). Due to
the real time requirements, many challenges focus on collecting, transmitting, processing and
visualizing huge amounts of data.

Metamodel of teamwork, which has been defined for the needs of crisis management,
was described in (Lauras et al., 2015). It consists of two layers: a primary layer, which explains
concepts and relationships in every teamwork situation and a specific layer, which contains
concepts derived from basic ideas and which more precisely describe notions of a given field.
The core is of agnostic nature; however, the layer is dedicated to the domain of management

Crisis.

3. ChatGPT analysis

Artificial Intelligence (Al) is a continually developing science field that has been shaping
our digital reality for several decades. Since early theoretical considerations to contemporary
apps based on deep learning, Al's history reveals some extraordinary journeys during which
researchers and innovators have been conquering new lands in the field of intelligent devices.

In the beginning of Artificial Intelligence, from the 1940s to the 1960s, researchers
experimented with innovative concepts and methods that aimed at creating machines that were
able to think and make decisions similarly to humans. The modern era of Artificial Intelligence
is a dynamic period in which researchers exploit advanced methods and technologies to create

intelligent systems capable of solving complex problems. Among essential Artificial
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Intelligence methods, which play an important role in various fields, used to analyze data or
recognize patterns, it is possible to distinguish the following:

e Deep Learning — it is one of the modern most revolutionary artificial intelligence
methods. It is based on neural multi-layer networks that automatically learn the
representation data through information processing. That approach significantly has
improved tasks performance such as image recognition, language analysis and
predictions.

e Reinforcement Learning — it is a method in which the system agent makes decisions in
an environment and his actions are rated by means of reward and punishment.
Algorithms of reinforcement learning can use improvement strategies to maximize long-
term benefits. This approach is applied, among others, in computer games, robotics and
process optimization.

e Natural Language Processing (NLP) — Natural Language Processing is an area of Al that
covers the human language understanding, interpreting and generating. Advanced NLP
algorithms provide texts analysis, languages translations, image descriptions creation
and interactions with users in a way which is close to the interpersonal communication.

e Deep Neural Networks (DNN) - Neural Networks of Deep learning is considered as
a powerful tool in Artificial Intelligence. DNNSs consist of many neuron layers that model
complicated data dependencies. They are used in various fields, from images processing

to financial trends forecasting.

3.1. ChatGPT - functioning rules

GPT algorithm or Generative Pre-trained Transformer is called a family of Artificial
Intelligence models based on Transformer architecture. A key aspect of GPT is the pre-training,
i.e., preliminary learning model on big data collection, which allows to acquire general
linguistic skills. Here is a description of the GPT algorithm:

e Transformer Architecture: GPT is based on Transformer architecture, which focuses on
attention mechanisms. This allows to analyze the sentence context effectively and to
understand the dependence between various words in the text.

e Pre-training: This model is called the pre-training with the usage of the linguistic big
data collection. In the case of GPT, the pre-training covers the prediction of the next
words in a sentence. This enables the model to understand the text grammar, context and
meaning.

e Fine-tuning: After initial learning, the model can be adjusted (fine-tuning) to specific
tasks. That may concern different fields, such as machine translation, text generation,

questions answers.
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e Autoregression: GPT generates a text autoregressively, which means that every next
word is generated based on the previous one. That allows for the creation of smooth and
consistent texts.

e Main Multiplication (Multi-Head Attention): The main multiplication mechanism allows
the model to focus on various aspects of the text, which increases the model’s ability to
analyze the context.

e Number of Layers: GPT usually consists of many layers of transformers. The bigger

number of layers, the more advanced understanding of data dependencies.

ChatGPT @

83 Explore

Days

Swigtecana grafikaz yczeniami

ok Request

Upgrade ChatGPT
-Sharing Queueing Model
Symulacia Systernu M/MA w Pyth

April

Python implementation of M/M/1 r

’ Arkadiusz Banasik

Figure 1. ChatGPT main window.

How can | help you today?

Recommend a dish Make up a story

ab r-brushing shark superhero

Compare marketing strategies

for sunglas: and Millennials

) Message ChatGPT...

ChatGPT  ehecking important information.

Source: https://chat.openai.com/, 29/10/2023.

In the case of ChatGPT, to generate answers based on the previous text, the sequential

context is used. This model operates on a big collection of textual data. It allows the model to

understand the language structure, grammar and semantic contexts.

Sharky: Dental Hero Legend

Swigteczna grafika z zyczeniami

Symulacia Systemu M/M/1 w Pyt

Figure 2. ChatGPT sample question.

9. You
Make up a 5-sentence story about "Sharky”, a tooth-brushing shark superhero. Make
each sentence a bullet point

@ chawarr
* In the underwater city of Aquaopolis, there lived "Sharky”, a unique shark superhero

renowned for his sparkling teeth and commitment to dental hygiene.

* Unlike other sharks, Sharky carried a giant toothbrush instead of a fearsome

reputation, using it to clean not only his teeth but also to scrub away evil.

* Each day, Sharky patrolled the ocean, teaching young sea creatures the importance

of brushing and flossing, all while keeping an eye out for mischief.

* One day, Sharky encountered a group of troublemaking octopuses, spreading

plaque and cavities; with his trusty toothbrush and bubbles of fluoride, he swiftly

restored peace and cleanliness

* Sharky became a legend not only for his heroic deeds but also for inspiring a wave

of dental health awareness across the sea, earning him the title of "Guardian of the

Gums".

06 29

0 Message ChatGPT..

ChatGPT can make mistakes. Consider checking important information.

Source: https://chat.openai.com/, 29/10/2023.

G Getcitation

G Getcitation




14 A. Banasik, P. Pikiewicz

In practice the Markov chains are implemented as weights (parameters) inside the model.
They are customizable during the training based on the relationship among words in sequences.
Therefore, ChatGPT, a linguistic model based on GPT, can "remember" previous text parts and
use them to generate consistent and contextually related answers.

Let’s consider an example of using Markov chains for words prediction in sentences,
for example, let’s assume that there is a limited set of words: {w1, w2, w3}, representing three
possible words in a given context, we want to predict the next word in a sentence based on the
previous two words.

Example transitions matrix:

0.3 05 0.2
P = [0.2 0.4 0.4]
0.1 0.6 03

Verses represent previous words, and columns represent possible following words.

P[i,j] means the probability that the next word will be a j-th word, provided the previous
two words are i-th and (i-1) these words.

Exemplary initial state may look like:

Initial state =[0.4 0.3 0.3]

If there is a sentence starting with "wl w2 w3", it is possible to predict the next word by
multiplying the initial state by the matrix transitions:

Predicted next word = Initial State x P

The probability schedule for the following words in the context of the previous words will
be got. By means of this simple method of using Markov chains it is possible to predict the
sequence words in sentences.

It's worth noting that although this model is able to consider the context, it does not possess
the access to specific sources of information and generated answers are based on statistics and
patterns observed in the training set.

GPT has become one of the most advanced language models, capable of generating high-

quality text, replying to questions, translating and performing many other linguistic tasks.

3.2. ChatGPT - specificity of crisis applications

ChatGPT is the advanced artificial intelligence technology with many applications
advisable for students and teachers during education crisis. ChatGPT is a type of the algorithm
of natural language processing. It is able to learn how to understand the context and generate
new statements contextually. Thanks to this algorithm it is possible to reply to questions, talk,
explain and develop new texts.

ChatGPT may constitute help with school assignments and exams preparations.
For example, the ChatGPT can be used to generate course tests sets or to translate teaching
materials into other languages. Moreover, ChatGPT can also help students understand complex

concepts by summarizing scientific or other texts.
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For teachers, ChatGPT can constitute a tool to create interactive lessons and curricula.
For example, teachers may use ChatGPT to prepare lesson scenarios or generate personalized
emails to students. ChatGPT may also help teachers understand students' problems through the
analysis of answers and suggestions referring to the methods of explaining the thought issues
or teaching materials.

In crisis situations, such as the COVID-19 pandemic, ChatGPT can ensure constant
availability of information and support for students and teachers. ChatGPT may help deliver
information on topics during the remote teaching and learning, provide teaching materials,
and answer students’ questions. Additionally, ChatGPT can help create personalized teaching
programs and deliver information on physical and mental health problems. ChatGPT may also
help analyze students' answers and suggestions concerning problem explanations or teaching
materials.

However, it should be remembered that ChatGPT, like any other artificial intelligence
technology, has its drawbacks and limitations. In particular, ChatGPT can generate inaccurate
or unimportant answers if not appropriately trained or supervised. Additionally, ChatGPT can

reflect prejudices present in the training data. It can lead to bias and inaccuracies in responses.

3.3. ChatGPT - pros and cons

ChatGPT, like any other artificial intelligence technology, has advantages and

disadvantages. Here there are a few key points that should be taken into account.

Advantages of ChatGPT:

e Natural language interaction: Using the ChatGPT makes natural language interaction
possible. It allows the users to communicate with devices in a more humane way.
That can make interactions more intuitive and users friendly.

e Versatility: ChatGPT can be applied for wide scope of tasks, such as questions reply,
text generation, recommendations delivery, brainstorms and many others.

e 24/7 Availability: Once implemented, ChatGPT can provide help and information
availability 24 hours a day.

e Scalability: ChatGPT can run many conversations simultaneously. So, it is scalable for
companies and platforms whose demand the involvement of many users simultaneously.

e Smaller work load: ChatGPT can help reduce agents’ involvement by automatizing some
tasks and interactions. This way they are allowed to be focused on more complex or
specialized tasks.

Disadvantages of ChatGPT:

e Lack of understanding: ChatGPT frequently lacks fundamental understanding of
contexts and nuances. It generates responses based on patterns that were taught while

training. It sometimes may lead to inaccuracies or unimportant answers.
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Bias and inaccuracies: If data was not appropriately supervised and monitored, ChatGPT
responses might reflect prejudices present in the training data. It may also generate
inaccurate or false information.

Ethical concerns: There exist ethical concerns referring to artificial intelligence used to
generate content connected with creating potentially harmful, misleading,
or inappropriate matters.

Dependence on training data: ChatGPT replies are based on training data. If training data
contained mistakes or restrictions, they might be reflected in results.

Lack of creativity and common sense: When ChatGPT can generate text, it lacks natural
creativity and common sense. It may struggle with tasks demanding true creativity or
a deep understanding of the world.

Security threats: If ChatGPT was not correctly secured, it might be used for malicious
purposes, such as generating convincing but false content on fraud or disinformation
campaign purposes.

Loss of interpersonal interactions: Relying on interactions with artificial intelligence
may limit fundamental interpersonal interactions, which may provide social and

psychological consequences.

3.4. Alternatives for ChatGPT

Artificial intelligence is highly popular in the application of various tools. This has caused

the creation of many alternatives for ChatGPT. Here there are the most popular of them :

Microsoft Bing: Bing is the search engine that uses advanced artificial intelligence
algorithms to generate personalized search results. Bing may help search for information,
answer to questions and deliver recommendations. Bing can generate texts in a specified
style or format, such as stories, poems, articles, code programming, etc.

Jasper: Jasper is the platform chatbot that uses artificial intelligence to generate answers
to questions and conversations with users. Jasper may be used variously, for example,
customer service, leads generation, information delivery, etc.

Google Bard: Google Bard is the tool to generate poems in various styles and formats.
Google Bard may be used for numerous goals, such as creating poems, songs, stories,
etc.

YouChat: YouChat is the platform of chatbot. It uses artificial intelligence to generate
answers to questions and conversations with users. YouChat may be used for customer
service, leads generation, information delivery, etc.

Chatsonic: Chatsonic is the chatbot platform that uses artificial intelligence to generate
answers to questions and conversations with users. Chatsonic may be used for various

applications such as customer service, leads generation, information delivery, etc.
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e Character Al: Character Al is the artificial intelligence platform that uses a learning
machine algorithm to generate personalized recommendations and content. Character
Al can be used for various goals, such as creating customized training programs and
recommendations regarding health and fitness and many others.

e Chinchilla Al: Chinchilla Al is the artificial intelligence platform that uses machine
learning algorithms to generate personalized recommendations and content. Chinchilla
Al can be used for various goals, such as creating customized training programs and

recommendations regarding health and fitness and many others.

4. Discussion

Al can increase efficiency and save time through automating routine tasks. It enables the
employees to focus on more complex and strategic aspects of work by optimizing production
processes, transport planning and energy consumption management to minimize the negative
influence on the natural environmental. Improvement of medical diagnoses, development of
more effective medications, drugs and therapies, acceleration of scientific research in the field
of molecular biology, increase road safety, reduction of road accidents, optimization of road
traffic through the development of autonomous cars, are the areas where the use of Al in
monitoring systems, data analysis, technology of image recognition, increase safety in public
spaces, airports or CCTV systems. This is just happening in many places worldwide.

Common usage of Al causes threats such as: privacy violations, identity theft or illegal use
of personal data. Al automation can lead to the loss of workplaces in some sectors, which can
generate social tensions. Algorithms based on historical data can reproduce existing prejudice
and discrimination. These can lead to unequal treatment of social groups and machines
overload. It may lead to the loss of skills and experienced human staff in some areas. The lack
of uniform standards and regulations may lead to abuse and irresponsible Al technology
applications.

Al can be used for machine translations, but in this, as in any other case, you should be
careful and carefully analyze the proposals presented by Al. Queries and commands should be
formulated very precisely - otherwise we may get quite strange answers. For example, Al can
translate: "social tension" as "social voltage", "it is based on" as "it lean against", "it is devoted
to" as "it is crucified" or "foreign languages” as ,,languages of aliens".

That is why implementing Al technology requires a sustainable approach that considers
benefits and potential threats. It has to be ensured that the development in this field will serve

society as a whole.
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5. Conclusions

Nowadays Al is applied in many fields. It is not possible to predict what direction the
artificial intelligence development will be heading and what benefits and threats it will bring.
What ethical challenges can arise from using Al in management of crisis situations, especially
when collecting and analyzing personal data? How to ensure the appropriate data security to
avoid abuse and privacy violations while using advanced technology during crisis? Discussion
in these areas may help define the best practices and technology development paths for Al in

order to make it the best solution in a crisis situation.
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1. Introduction

As the modern world is becoming more and more connected, there appear a lot of various
global threats. The COVID-19 pandemic did not stop at national borders. It affected many
people regardless of nationality, education level, income, or gender. Education was no
exception. This crisis exposed many shortcomings and inequities in education systems,
for example, the limited access to broadband connections and hardware needed to provide
online Education, the lack of supportive environments necessary to focus on learning,
and the mismatch between resources and needs.

According to research by UNESCO (UNESCO, 2020), out of 38 OECD countries and eight
partner countries covered by the Education at a Glance 2020 Program, the People's Republic of
China was the first to close schools in response to the COVID-19 pandemic. By the end of
March 2020, educational institutions were closed in all 46 Education at a Glance 2020 Program
countries: 41 countries closed schools nationwide, and five countries (Australia, Iceland,
the Russian Federation, Sweden, and the United States) closed schools sub-nationally or locally
(Figure 1). However, not all countries affected by the pandemic implemented this imposed
educational innovation. For example, primary schools in Iceland remained open because school
children's classes consisted of less than 20 pupils. Most primary and lower secondary schools
in Sweden have remained open, while upper secondary schools have mainly switched to
distance learning since mid-March 2020. In Poland, schools were closed for 43 weeks.

The COVID-19 pandemic also severely impacted higher Education as universities closed
their headquarters and countries closed their borders. Although higher education institutions
quite quickly replaced face-to-face lectures with online learning, it was not easy to conduct
some classes in the form of exercises or laboratories that required access to specific resources
that, for various reasons, students could not afford. Significantly, this crisis has raised questions
about the value offered by university education, which includes establishing social relationships
apart from the educational content.

In the long run, the COVID-19 pandemic and its results observed in Education will have
economic consequences. Using historical growth regressions, it has been estimated that the loss
of continuous learning can lead to a loss of skills, and people's skills are related to their
productivity. The long-term economic impact of this loss, which equals one-third of a year of
schooling, has been estimated for the current group of students. According to the study's
authors, the gross domestic product (GDP) may be lower by 1.5% on average by the end of the
century. For example, in the United States, the loss of 1.5% of future GDP would correspond
to a total economic loss of $15.3 trillion (Hanushek et al., 2020).
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Figure 1. Total duration of school closures.

Source: https://webarchive.unesco.org/web/20220629024039/https://en.unesco.org/covid19/education
response/, 26.06.2023.

Numerous countries applied various tools to replace face-to-face Education, including
instructional packages (textbooks, worksheets, and printouts), radio education, educational
television, and online instructional resources. Countries tended to implement several tools to
reach as many students as possible. The most famous device used in distance education was
connected to Internet educational platforms (Schleicher et al., 2020). These Online platforms
were used in almost all OECD and partner countries. Online learning tools included educational
content, formalized curricula, or real-time teacher-led lessons via virtual meeting platforms.
Thanks to this opportunity, students could acquire knowledge at their own pace and at any time
convenient. In France, the already existing distance learning program "Ma classe a la Maison"
was made available to all primary and secondary school students (Ministére de I’Education
Nationale et de la Jeunesse, 2020). In Estonia, cooperation with private services allowed
students to access rich educational content free of charge during school closures. Greece
enabled real-time virtual classes with other online learning tools (Ministry of Education and
Religious Affairs, 2020; Schleicher et al., 2020). In Poland, various Internet platforms were
used to conduct online courses in real-time, as well as tools facilitating remote access to
educational materials and platforms enabling knowledge verification. The article contains

introduction and related works, case study, discussion and conclusions part.
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2. Related works

The crisis caused by the COVID-19 pandemic has disrupted existence around the world,
hence many researchers have studied its impact on various areas of life. Henry A. Giroux
(Giroux, 2021) describes how the Covid-19 crisis affected politics, especially taking into
account the events in the USA during this period. Already in 2017, the title of the 2017
Mathematics Education and Society conference was: "Mathematics and life in times of crisis".
Conference participants predicted social and climate crises.

Now we know that these problems can also be caused by a pandemic (Ezeibe et al., 2020;
Banerjee, 2020). Rittel and Webber (Rittel et al., 1973) formulated a theory of problems that
natural scientists and social planners deal with, they proposed the concept of a "bad problem"
to describe problems that are inevitable, serious human problems that cannot be avoided.
In 1992, the concept of the "risk society" (Beck, 1992) was developed and the theory of
changing the risk to which man is exposed in connection with possible crises, ranging from
natural disasters to man-made disasters, was created.

Many researchers describe problems in Education in different countries of the world and
ways to solve them (Gongalves, 2020; Tejedor, 2020; Bozkurt, 2020). They also point to the
negative assessment of students of the transition to virtual learning systems, because it is
associated with an increase in teaching load. E-learning has contributed to the negative impact
of remote learning on the lives of students and teachers, and the Covid-19 crisis has highlighted
the gaps in basic digital skills among young students.

Information and its analysis is the basic assumption for creating science and Education.
Science and Education are at the forefront of changes that will extend to other areas of life,
so they must be the first to overcome the difficulties of adapting to change. The most important
is the incorporation and establishment of rules for using artificial intelligence in science and
Education. After being solved, the indicated challenges and problems will introduce a modern
look at both processes and stabilize work in this area until the next innovation that will
revolutionize the approach (Fazgali¢, 2022; Usiuds 2023a, 2023b, 2023c, 2023d; Van Dis
et al., 2023; Banasik, Kempa, 2023).

3. Approaches presented by different universities — case study

The pandemic has caused changes in the education process. All educational community
members had to cope with distance learning methods. The universities' authorities need to cope
with pandemic changes. That cause the development of distance learning procedures.
The analyzed approaches are based on AGH University of Science and Technology (AGH),
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and Massachusetts University of Technology (MIT), and Silesian University of Technology
(SUT).

3.1. AGH University of Science and Technology

During the period of total or partial closure of university premises, the universities were
organizing the educational process in various ways. At the AGH University of Science and
Technology in Cracow, the e-Learning Center made a major contribution to supporting higher
Education during the COVID-19 pandemic. The rules for organizing and conducting the remote
Education were defined by the University Rector's Regulations No 17/2019 of May 15, 2019
and 52/2021 of September 10, 2021. The regulations consisted of the condition that academic
teachers had to complete the training in the scope of e-learning basics and the ability to use the
University's e-learning platform (UPEL) provided by the university e-Learning Center (CeL).
Completion of this training was confirmed by the University certificate issued by CeL.
The regulations also defined detailed rules for organizing and conducting classes with the
implementation of distance learning requirements, methods and techniques as well as e-learning

tools.
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Specific principles for organizing and verifying the learning outcomes defined in the study
programs, in particular credits, exams, and diploma exams, as well as the rules of remote
learning supervision, the rules for registering or recording the remote classes or lectures with
the application of electronic means of communication provided by participants or academic
teachers, were also included in the Rector's regulations.

Up till now, the AGH e-Learning Center has been offering technical and didactic support.
It suggests the lecturer's numerous pieces of training and webinars. The UPEL platform gives
many opportunities to activate students. It streamlines the process of collecting final theses or
carrying out online tests. It is integrated with the Virtual University.

In the opinion of the University students, the method of classes or lecture organization,
which was adopted at the University during the remote learning period, enabled, to a large
extent, the implementation of the didactic process. With the consent of the lecturer, remote
lectures were recorded. It facilitated the acquisition of knowledge provided to students.
Online classes did not cause many problems. However, laboratories, during which it was
required to use specialized equipment available only in university laboratories, were carried out
in a rather specific way. The teacher running the laboratory classes was recording a given
experiment. Then, the recording was made available to students along with the relevant
measurement results, based on which the students were supposed to prepare the final
experiment report.

Of course, this form of presenting knowledge, initiated by specific circumstances, cannot
replace the students' opportunity to work in a special laboratory environment and obtain the
experiment results independently. However, in the student's opinion, the adopted forms of
conducting classes were a sufficient replacement for classroom classes during COVID-19-

related restrictions.

3.2. Massachusetts University of Technology (MIT)

MIT OpenCourseWare (OCW) is a free, publicly accessible, openly licensed digital
collection of high-quality teaching and learning materials presented in an easily accessible
format. Browse through, download, and use materials from over 2500 MIT on-campus courses
and supplemental resources, all available under a Creative Commons license for open sharing.
That is the free online alternative for students not involved in the process of studies at MIT.

MIT also has the proper course available only for registered people in its faculties.
All classes are made similarly:

e Materials containing lecture highlights,

e Exercises or lab descriptions,

e Theoretical requirements for the exercises and labs.

That approach seems to be adequate for online learning. Of course, the online materials
were accompanied by online lectures for all classes. In modern times, the lectures are in hybrid

mode.
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3.3. Silesian University of Technology (SUT)

The rules for organizing and conducting remote Education were defined by the University
Rector's Regulations No. 200/2020, which allow lecturers to make their classes online.

The possibility of online learning was prepared for all kinds of classes: lectures, exercises,

and laboratories.
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The regulations also proposed tools for online teaching. The selected tools were
communication tools and e-learning platform for online materials. Also, the synchronic form
of classes was an option for lecturers; the other possibility was asynchronous (recorded) lectures
and other courses in a synchronic way.

The regulations also proposed a way of confirming students; identity for credits and exams

and presented a way of proceeding with those critical parts of the learning process.

4. Discussion

The pandemic has increased efforts to develop distance learning and e-learning methods.
The prepared materials were made to help students cope with all subjects., The necessity forced
a change of attitude towards the methods mentioned above. Both sides — students and lecturers-
had to change the reality of the learning process with no personal contact.

The learning process was focused on achieving goals, but in the pandemic years, goals were
to be completed by students on their own. The course materials had to be prepared more
precisely and have some theoretical background to help students solve the problems.

The worst part for students and lecturers was not having personal contact, which caused
some mental problems during classes. The issues were also a part of evaluating the students in
their houses. In those cases, personal contact was necessary before the pandemic years.

The newly recorded material for students was a good part of the learning process,
but nowadays, they are indicating eye-to-eye lectures as a better way for their Education.
Also, the new artificial intelligence tools for the learning process should be considered as a step
toward the change in the educational path.

In the case of SUT, students also demand more mathematical classes during their Education.
That shows the approach for the required knowledge. On the other hand, some students prefer
to have as many online classes as possible, especially on maters' degrees. From the authors'
point of view, that approach is unsuitable for the final results of studies.

The discussion was based on interviews with students of different years of studies on the
Faculty of Applied Mathematics in SUT.

5. Conclusions

The text also allows the use of endnotes', which should be developed in the Footnotes
section. It should only contain information that significantly affects the understanding of the

issues discussed in the paragraph, and which could distract the reader if placed in the text.
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The appropriate approach for the learning process is needed. All available possibilities for
providing knowledge should be used during the educational process. The scope should be the
best possible way of teaching for our students.

The newest methods should be implemented in the learning process, including tools for
learning and methods for applying Artificial Intelligence.

Currently, when it is possible to learn in direct contact with the lecturer, students point out
that some methods developed during distance learning still can be used. Students really
appreciate the materials prepared by teachers and available online, especially the ability to
re-listen to a lecture that was recorded and made available to students, and the ability to consult
projects without having to come to the university. The materials available online help in better
mastering the subject of classes. Moreover, students use online sources related to the subject
matter to a greater extent than before the Covid-19 pandemic. Interestingly, they want to do so.

It can be observed that this forced online learning has taught students to study independently.
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1. Introduction

Theory and practice of value-based management is not a fad, but a permanent trend of
development of modern economics. The need for the valuation of various assets existed for
a very long time. Value, exchange value, and value in use are basic economic categories.
The development of stock exchanges has increased the amount of assets in trade, and situations
when they have to be valued. The quest for enrichment and growth in the value of assets has
always been an integral feature of the development of mankind. This is not just a matter of
attitudes defined as "homo economicus". To speak about the increase in value, one needs to

measure the value first.

http://dx.doi.org/10.29119/1641-3466.2023.186.3 http://managementpapers.polsl.pl/
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In the modern world, an increasingly, important role is played by intangible assets.
The importance of intellectual capital (knowledge) and other elements that can be considered
components of intangible assets, in comparison to physical capital, is growing.

Brand value can be considered as a critical part of any company’s intangible assets.
These kind of non-physical assets, such as patents and brand names, are having an increasing
influence on a company’s overall value. A 2020 analysis found that intangibles made up 90%
of the S&P 500’s market value, an increase of 22 percentage points since 1995,

The article presented below is a consequence of the ranking of Polish brands prepared by
the author in 2021, prepared for Rzeczpospolita newspaper. The author used a specially
developed brand valuation methodology to value Polish brands. More than 200 Polish
enterprises from various sectors were subject to valuation.

Data for brand valuation were obtained from:

— asurvey specially prepared for this study,

— financial reports of companies sent by the companies themselves,
— financial reports posted on enterprise websites,

— reports included in the National Court Register,

— stock exchange data.

2. The enterprise goodwill valuation

Falling rates of return on capital invested in the sphere of production, lead to directing
capital to the sphere of the new services (the "third wave" of A. Toffler), which define
information (the market value of resources related to information and knowledge) as a third
kind of matter (in addition, to weight and energy). Therefore, in these companies, intangible
resources have a growing importance, in relation to material resources. B. Cornell used the term
"organisational capital”, by which he means intangible assets and goodwill (Cornell, 1999),
p. 21).

Looking at it from the point of view of the financial statements as a primary source of
information about the property and financial position of any company, a complaint often
appears, that these statements do not take into account the intangible factors. Intellectual capital
is the main source of competitive advantage of the modern enterprise. Discussions on how to
define and measure intellectual capital, intangible assets, and goodwill, have been pending for
a long time. The word “firm” (trade mark) is often used interchangeably, even in professional
publications, with the word “company”, which can lead to improper identification of goodwill

of the company, with the value of the company.

! Global 500 Report.
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Accounting law defines intangible assets as the right to property suitable for business use
over a period longer than one year, acquired by the economic unit, which may include in
particular:

— copyrights,

— rights to inventions, patents, trademarks,

— know-how.

Intangible assets also include acquired goodwill. This happens, when there is so-called”
‘positive goodwill’. This is defined as the excess of the cost of acquisition over the fair value
of the net assets of the acquired company. Such value is amortized. In an opposite situation,
negative goodwill occurs, which is classified as revenue accruals charging other operating
income. It is an attempt of valuation of intangible assets, not included in the balance sheet, and
affecting the valuation of the company. These assets include, among others, portfolio of
customers, market positions, and others. In many situations, usually after 5 years, goodwill is
transferred to the income or expenses, and disappears from the balance sheet of the company.

International accounting standards (IAS 38) define intangible assets more precisely.
The inclusion of an intangible asset in the balance sheet, must meet several conditions:

— ability to identify (separateness),

— exercising of control,
— future economic benefits,
— the ability to reliably determine the value.

This approach to goodwill, used in accounting, is a consequence of the principle of double-
entry bookkeeping. It is, in the opinion of some, a factor artificially created for the convenience
of accountants, in connection with acquisitions transactions (goodwill is the difference between
the price paid and the fair value).

The use of accounting regulations to determine the value of the company is limited.
These regulations include only goodwill on enterprise acquisition, or an organised part of it.
Therefore, only the goodwill generated internally, is partly taken into account, without taking
into account the entire value of the company.

Goodwill is, therefore, perceived differently by accountants, who treat it as a component
of intangible assets (positive goodwill), and measure only in specific situations, and differently
by those, who carry out valuations of companies, not based on accounting regulations.
The latter are looking for value-creating factors, not included in the balance sheet of the
company. There is, therefore, a need for a broader approach to the valuation, and for a more
integrated company's balance sheet, if the reports are to accurately reflect the company’s

economic and financial position.

2 Define by accounting law.
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Goodwill has no intangible nature, is associated with the particular company (not present
by itself), and is often independent of the cost of company acquisition. It is unstable, and has
no direct ability to create profit. This leads to wide differences of opinion regarding the
valuation of goodwill (very subjective nature of the valuation).

The gap between the market value and the book value, is commonly referred to as
‘goodwill’. Goodwill with such a definition, is calculated as the difference between market

value and book value. This can be expressed using the following formula:
G MV
BV BV

where:
G — goodwill (goodwill),
BV —book value of the company,
MV — market value.

Such an approach does not, however, include the fact that some elements of goodwill can
be included in the book value. In 2009, Brand Finance Company performed an analysis of
37,000 companies listed on 53 stock exchanges. The value of the company was divided into

tangible and three groups of intangible assets.

Table 1.

Structure of the total value of companies, USD trillion

Specification 2001 | 2002 | 2003|2004 | 2005 | 2006 | 2007 | 2008
Tangible assets 11.2 123 | 129 | 14.1 | 147 ] 16.8 | 22.0 | 20.5
Goodwill - the result of take up 2.2 2.5 2.7 3 34 3.8 48 | 3.7

Disclosed intangible assets (excluding goodwill) 1.2 1.4 14 | 15 | 1.7 1.9 30 | 2.7

Undisclosed intangible assets 16.4 11.8 17 1194 1223 | 254 1298 | 6.7

Source: Brand Finance Global Intangible Finance Tracker 009.

Analysis of listed companies shows, that in many cases, the market value of companies is
significantly higher than their book value. This shows the importance of intangible assets,
not included in the balance sheets of companies, for the value of the company. Ignorance of
these values in the financial statements, is a consequence of difficulties in their correct
valuation, resulting in high variability and subjectivity of financial results.

It should be emphasised that this difference does not necessarily indicate the presence of
positive goodwill, but it could indicate incorrect (under-valued) accounting valuation of assets.
Book valuation may be correct, in terms of the applicable rules, but not necessarily, in terms of
actual or market value of the property. In this situation, the widespread acceptance that the
difference between the market value and book value is the firm (trade mark or goodwill) value
is wrong.

The big problem is, therefore, correct valuation of intellectual capital and other intangible
assets. According to T. Copeland, T. Koller, and J. Murrin (Copeland, 1997) organisational
capital value can be evaluated, based on the ability of its individual elements to generate

income. Part of the goodwill may be brand (trademark). In this respect, too, there are some
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differences. Some point to the diversity of companies and brands, not treating the brand as part
of goodwill.

One area of use of the company trade mark is doing franchise business, namely granting
by one entity to another entity, the right to conduct business under its own name, using
a proprietary trademark in exchange for remuneration. Derived from the same income, franchise
value may be the basis for the valuation of the trade mark, or even the entire goodwill.
This does not mean that several issues regarding the valuation, itself, do not appear here,
but is merely a statement of fact, that the conditions for making such a valuation (listed in
accounting regulations) and taking into account the results in the financial statements, exist.

Evaluating the trademark as a part of the goodwill may be easier, than the valuation of
goodwill. There are several methods of valuation of the trademark:

1. Cost method:

e historical cost,
e according to the replacement cost.

2. Income method:

e discounted cash flow,
e brands premium,
e licence fees (royalties).
3. Market methods:
e comparable market value,
e comparable rate of royalties.

Cost methods are based on the summation of the costs incurred, to promote the brand.
The basic problem concerns the difficulty in determining the impact of expenses (including
misguided) to create value.

Income methods are trying to estimate future revenues associated with the use of the brand,
which is the additional revenue from price premium (the sum of surplus of the prices of branded
products over prices for similar, non-branded products). Market multipliers (of earnings
historically generated by the brand) are often used, taking into account the fact, that generally,
market valuations are considered to be the best method of valuation. One can use market prices
for similar brands, or existing licence fees, for comparison®. Therefore, either a static approach
to the valuation based on the assets of the company, or the valuation of future income streams,
is possible. In the first of these approaches, the valuation of the company consists of the net
asset value, plus the goodwill measured as profit multiplier (e.g. in production companies),
or a percentage of turnover or sales (e.g. in retail companies). In such a situation, company

value (CV) is equal:

3 You can read more about this in: M. Bojanczyk, Enterprise valuation and value based management.
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CV=NAV+n*NPorCV=NAV +% * S
where:
NAYV — net asset value,
NP — net profit,
S — annual sales,

n — times the profit.

The first of these formulas is often used for industrial companies, and the second one for
commercial enterprises. One can find many modifications of these formulas used in the past.
The need to take goodwill into account seems obvious, but the existing methods of its valuation
are far from sufficient. The implementation of property methods does not seem to solve this
problem. Goodwill, if it exists, must sooner or later, turn into revenues of the company.
This leads to the conclusion that the estimation of the value of the company should be based on
income methods.

The organisational structure and speed of decision-making are also important. An unstable
market shortens the time at the company’s disposal to make a decision. This increases the
importance of the intangible assets, that increase flexibility in decision-making, and decreases

the importance of physical assets, that reduce such flexibility, significantly.

3. The most valuable brands in 2023

There are many institutions around the world that try to value brands using various
valuation methodologies. One of the most recognizable is the Global 500 Report. Below are the
10 most valuable brands in 2023.

Table 2.
The most valuable brands in 2023
Rank Brand Brand Value (B) Country Sector
1 Amazon $299.3 U.S. Retail
2 Apple $297.5 U.S. Tech
3 Google $281.4 U.S. Media
4 Microsoft $191.6 U.S. Tech
5 Walmart $113.8 U.S. Retail
6 Samsung Group $99.7 South Korea Tech
7 ICBC $69.5 China Banking
8 Verizon $67.4 U.S. Telecoms
9 Tesla $66.2 U.S. Automobiles
10 TikTok/Douyin $65.7 China Media

Source: Global 500 Report, https://brandfinance.com/insights/global-500-2023-report-published

Looking at brand value based on sector, you can see that tech continue to dominate.
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Table 3.

The most valuable brands in 2023
Rank Sector % of Total Total Brand Value (B)
1 Tech 19.4% $891.2
2 Retail 15.0% $690.0
3 Media 14.0% $645.2
4 Banking 10.2% $467.4
5 Automobiles 8.6% $397.3
6 Telecoms 7.3% $334.6
7 Commercial Services 3.8% $174.0
8 Oil & Gas 3.7% $171.0
9 Engineering & Construction 3.3% $149.5
10 Insurance 2.0% $93.0

Source: Global 500 Report, https://brandfinance.com/insights/global-500-2023-report-published

It 1s quite difficult to compare valuations prepared by different institutions, because the
methodologies are usually described in a rather general way, and detailed assumptions and

solutions are not disclosed by these companies.

4. The impact of instability on valuation

Market volatility increases the importance of flexibility, understood as the ability to quickly
adapt to changing conditions. Companies that do not have their own production assets with high
fixed costs, are more flexible, having the ability to smoothly switch production, in order to
quickly respond to new opportunities and challenges of globalization and increased instability.

The enormous instability in the global economy that we are currently experiencing means
that many valuation models that worked well in conditions of stability become less adequate in
conditions of enormous instability. The pandemic affected, among others, to changes in the
demand structure and the financial situation of many enterprises. Aid programs addressed to
various industries, regardless of the assessment of their correctness and effectiveness,
have a significant impact on the functioning of enterprises. All this makes modelling economic
processes and company valuation, including brand valuation, difficult. Crisis conditions require
the use of "crisis pricing". Financial results and company valuation based on data from 2019.
will probably be completely different than the one made on the basis of the 2020 data.

These general considerations lead to two key conclusions:

1. company valuation cannot be based on only one method - this has a key impact on the
number of questions and the structure of the questionnaire, which was used to value the
brands of Polish enterprises;

2. it will probably be necessary to use an expert approach consisting in the possibility of

the expert subjectively increasing or decreasing the value of the company, e.g. by 15%;
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3. when using two or three valuation methods, it will be necessary to assign weights to
individual methods. Their final determination will be made after collecting data from
enterprises;

4. if there are problems with obtaining information from enterprises, it may be necessary

to simplify the company's valuation model, which will have an impact on its quality.

5. Valuation of Polish brands - main research results

The quality of the obtained result depends on the quality of the information used -
what is at the output is the result of what was at the input.

In Poland, there is a great reluctance of enterprises to disclose their financial results.
It is very rare to find at least basic financial results on the websites of individual companies.
This means that these companies are not transparent and there is often a fear that they may want
to hide something. This can unfortunately have an impact on the assessment of brand value.

It is much better to obtain financial data from public enterprises, which, whether they like
it or not, have certain disclosure obligations. Such disclosure is rewarded by stock investors
through higher valuations of public companies relative to non-public companies. Transparency
"pays off".

Financial data can also be obtained from the National Court Register, but not all companies
publish them there. Companies that have nothing to be proud of are especially reluctant to do
so. The penalty for not including data in the National Court Register is very low, so they do not
have to worry about it too much. In May 2021, when valuations were prepared, most companies
have not yet published data for 2020.

It 1s commonly pointed out that brand valuation cannot be based on only one method.
When using two or three valuation methods, especially when the results will not differ much
from each other, such an estimate can be considered more accurate.

Difficulties in obtaining reliable information and the non-quantitative nature of various
phenomena affecting the valuation make it often necessary to use an expert approach,
which involves the possibility of the expert subjectively increasing or decreasing the brand
value, e.g. by 15%. Such corrections were applied to the valuation of selected brands.

Problems with obtaining information from enterprises resulted in the need to simplify the
brand valuation model in relation to the original assumptions. The method used here was mainly
based on potential license fees (franchising). The discounted cash flow (DCF) method was used

here, according to the following formula:
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CF, CF, CF, CF, RV
WM = + + +ot +
(1+d)" (1+d)? (1+4d)? (1+d)" (1+d)"

where:

WM - brand value,

CFn — value of cash flow from possible license (franchise) fees or price premiums in year n.
n — length of the projection period.

d — discount rate.

RV — residual value.

The residual value was determined using the formula:

_ CFn * (1+4g)
d-g

RV

where g — growth rate after the forecast period.

The obtainable license fees were discounted and added up. The basis for determining license
fees was revenue from the sale of the entire enterprise or revenue from the sale of individual
brands. The need to use several sources of information resulted in some difficulties in data
comparability.

The quality of the results was improved by using sales profitability (the ratio of net profit
to net sales) as a factor correcting the final result. It is difficult to accept the estimation of brand
value only on the basis of sales revenues without taking into account the margin or profit
achieved by individual companies. In selected cases, stock exchange valuations were also used
(P/E and P/BYV ratios).

In order to obtain information directly from enterprises, a questionnaire was prepared.

Table 4.
Main items in the questionnaire

QUESTIONNAIRE — main items

1/ contact details

2/ net revenues from the sale of the enterprise
3/ net revenues from sales of individual brands
4/ net profit of the enterprise

5/ net profit of the enterprise

6/ net profit of the enterprise

7/ equity of the enterprise

8/ average cost of external financing

9/ asset value

10/ brand relevance index

Source: own study.

The questionnaire was constructed in such a way as to enable the estimation of the value of
companies at using the following methods:
a) in the first approach to valuation of goodwill, the difference between the market value

and the book value of the enterprise was used. The book value is the value of the
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enterprise's equity as of the balance sheet date (question 7 of the questionnaire).

The market value of the company was determined based on the P/E ratio (stock exchange

data for individual industries were used);

b) method based on potential license fees (franchising). The DCF valuation methodology

was used here. The obtainable license fees over the 5-year period and the residual value

was discounted and aggregated. The basis for determining license fees was the revenues

from the sales of the entire enterprise or revenues from the sales of individual brands

(question 3 and 4 of the questionnaire). The discount rate was determined on the basis of

WACC (question 7 and 8 of the questionnaire);

c¢) high sales revenues and high market value are not only a consequence of high company

value and therefore it is worth additionally using, for example, the "brand importance

index" when making choices by the consumer. This is the estimated (percentage) impact

of the brand on the sales volume or price premium on products. This should be supported

by consumer surveys. However, this is very costly and that is why here we only want to

obtain the opinion of the companies themselves (question 10 of the questionnaire);

d) using a weighted average to determine the final value of the company.

Below are presented the 20 most valuable Polish brands in 2021.

Table 2.
Most valuable Polish brands in 2021

Brand value Source of
No | Brand assessment in Sector data
PLN million
1 PKO ORLEN 9 869,0 Oil & Gas
2 | Jeronimo Martins Polska S.A. (Biedronka) 7267,7 Retail
3 PGNiG SA 6 026,6 Oil & Gas
4 PGE 5224,6 Energetical Fkok
5 Grupa Lotos SA GK 33228 Oil & Gas *
6 GK PZU 3322,0 Finance/banking Hokok
7 KGHM 3115,1 Mining Hok ok
8 | GK Tauron 2 166,0 Power engineering HAE
9 Lotto 1599,3 Other *
10 | PKO Bank Polski 1504,6 Finance/banking *[RE
11 | Asseco Poland SA GK 1475,7 IT *
12 | Energa 1445,2 Power engineering HAE
13 | Grupa Azoty SA GK 1410,6 Chemical
14 | Bank Pekao SA GK 1292,1 Finance/banking
15 | Inter Cars SA GK 11202 Automobiles
16 | Zabka 1 067,5 Retail ok
17 | PLAY 1 000,8 Telecommunication bl
18 | Grupa Warta 964.9 Finance/banking *
19 | Dino 948.9 Retail *k
20 | Budimex 926,4 Construction wokk

The following data sources were used for calculations: *questionnaire, **GFK, ***annual reports posted on the
websites of individual companies, ****financial statements included in the National Court Register, *****other
information (internet, stock exchange quotes.

Source: own calculations according to own methodology.
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6. Summary

The research results on the valuation of a company's brand presented above are of
a subjective (expert) nature. They are the result of the author's own valuation model and the
assumptions made by the author. These types of analyzes are currently very difficult due to the
enormous instability in the global economy and the resulting, among others, high variability of
financial results.

The research conducted on the valuation of a company's brand leads to several key
methodological conclusions:

e there is no single brand valuation method that could be considered as a method allowing

for an objective valuation,

e the above, quite commonly accepted conclusion leads to the conclusion that it is better

to use several methods,

e the selection of brand valuation methods is subjective (expert) in nature, which leads to

different valuations of the same brands by different researchers,

e when using several valuation methods, the subjective share of a given method in the

final result has a very significant impact on the final result.

Enterprises that are monopolies pose a specific valuation problem, especially when the main
shareholder is the State Treasury. This includes, among others: enterprises in positions 1,
2 and 4. Monopolies usually have better results than other enterprises because they use
monopoly rents. If the main shareholder is the State Treasury, there is a serious risk that such

enterprises will be treated in a privileged manner.
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1. Introduction

A holistic approach to the issue of earnings management (EM) is reflected in the statement
that this phenomenon includes practices aimed at the intervention in the accounting process to
demonstrate the achievement of the desired economic results and, on the other hand,
an integrated set of instruments for its implementation, which results in the inability to
demonstrate the level of earnings known to the management, and at the same time which would
normally be reported in the company's financial statements. This concept arose from the
increasing importance of reported accounting data and the relationship between reporting and
the market capitalization of enterprises and is reflected, among others, in assumptions:
the agency theory (Jensen, Meckling, 1976), the contract theory (Hart, 1988), the signal theory
(Ross, 1977) or the threshold management theory (Burgstahler, Dichev, 1997). Thanks to the
use of appropriate accounting policy instruments and operational activities, it will be possible
to present the company's financial situation in the intended way in the eyes of selected groups
of its stakeholders.

The paper's main aim is to present the results of empirical research on a multi-aspect
analysis of the EM phenomenon on the Polish capital market, conducted among finance
managers and representatives of financial and accounting services of public companies listed
on the Main Market of the Warsaw Stock Exchange (WSE). The adopted research approach
allowed the analysis of the prevailing objectives, motives and techniques of accrual-based and
real EM practices, including the consequences of its implementation in the SARS-CoV-2 post-
pandemic period. The following hypotheses operationalized the presented research aim:

— H.1. In public companies listed on the WSE, accrual-based- and real EM strategies are

used on the principle of complementarity.

— H.2. The dominant EM strategy, emphasizing the final results from the enforcement of
these activities, is the income smoothing technique.

— H.3. According to the assumptions of the agency theory, the core prerequisite for
implementing EM practices in public companies is the desire to maximize the personal
benefits for management staff.

Despite the attempts to explain and expand the existing knowledge about the EM, unified
and universal concepts that sufficiently reflect this phenomenon's motivations and
implementation paths have not evolved. Moreover, it is increasingly noticed that most empirical
research focuses on the aetiology of earnings manipulation in a fragmentary manner (Jansen
et al., 2012). Therefore, the scope of research presented in the paper includes important and
current issues. On the one hand, in light of the accounting scandals of recent years, EM practices
have become interesting from the perspective of diverse discussions regarding the quality of
financial statements; on the other hand - transparency and the nature of decisions made to

increase the company's value. Furthermore, a closer look at real EM matter or trade-off analyses
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concerning the Polish capital market is a segment of theoretical and empirical studies that has
not been fully explored scientifically. Finally, most studies on the issue of shaping financial
results in listed companies in Poland focus on estimating the scale and scope of EM using
specific regression models. Empirical research based on survey techniques in which
respondents professionally responsible for financial reporting in public companies would
present their positions, views or experiences regarding such a ‘“sensitive” issue is rarely seen.
Hence, the paper will significantly contribute to the current knowledge on the point of EM in

the Polish capital market.

2. Earnings management phenomenon — outline of the subject matter

The concept of EM is related to the accrual principle, which requires recognizing the
financial effects of economic operations when they occur, ignoring the period when monetary
assets are received or paid. The implementation of the accrual principle and the resulting
matching principle is accompanied by a certain degree of freedom that managers have in
recognizing revenues and profits as well as costs and losses. EM practices are based on
accounting policy instruments that affect the size and structure of the financial result. The use
of discretion and flexibility in selecting accounting policies provides the opportunity to choose
the desired solutions in terms of accounting data shaping, but only within the limits set by the
accounting law.

There are many definitions of EM in the scientific literature (see: Schipper, 1989; Healy,
Wahlen, 1999; Leuz et al., 2003; Mulford, Comiskey, 2005; Walker, 2013; Bachtijeva, 2021).
Diverse terminological approaches to EM point out that this phenomenon can be considered
from the perspective of the reporting purposes set by managers (Dechow, Skinner, 2000; Piosik,
2013; Grabinski, 2016, Artienwicz et al., 2020; Strakova, 2021), techniques for earnings
manipulation (McKee, 2005; Roychowdhury, 2006; Toumeh, Yahya, 2019; Bachtijeva,
Tamulevicieng¢, 2022), the impact of EM on the company's value (Sankar, Subramanyam, 2001;
Gunny, 2010), the transparency of the relationship between financial statements and the
economic results (Parfet, 2000; Ronen, Yaari, 2008; Wojtowicz, 2010), etc.

Scott (2000) emphasized that EM practices can come in two forms: efficient earnings
management, which improves the information value of the financial result, and opportunistic
earnings management, which maximizes the utility function of management. Regardless of the
assumed effect of operations aimed at shaping the financial result, EM activities can be
implemented using two groups of instruments. The first are instruments covering strictly
accounting choices and involving accrual reporting values modelling (consistent with the
accrual-based EM concept). The second one considers economic instruments involving the

creation or modification of real economic transactions to obtain the intended level of earnings
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(cohesive with the concept of real EM). As noted Roychowdhury (2006), real EM recognizes
departures from normal operational practices, motivated by managers’ desire to mislead at least
some stakeholders into believing certain financial reporting goals have been met in the normal
course of operations. Activities consistent with the real EM concept differ from EM practices
based on solutions that use flexibility in selecting accounting policies. Their characteristic
features are more difficult and cost-intensive implementation, more common negative
consequences of deploying, and a lower risk of detecting the intentionality of low-level reasons
for the actions taken (Vladu, 2015).

The paramount strategies of EM, which consider the consequences of implemented earnings
manipulation in the enterprise, include (Remlein et al., 2021):

— income smoothing, which involves the deliberate elimination of "ups" and "downs" in
reported financial results by reducing and retaining profits in years of prosperity and
their accounting use in periods of worse economic conditions;

— Dbig bath, which consists of striving to increase reported profits in subsequent periods by
charging items that may negatively impact the financial result in the future. At the same
time, big bath practices worsen the poor economic results achieved in the financial
period under consideration;

— window dressing, relating to all practices carried out shortly before the end of the
financial year in order to improve selected positions of the company in the financial
statement;

— avoidance of accounting loss, referring to the prospect theory, according to which
investors evaluate information about a minimum profit more positively, as opposed to
information about a minimum loss;

— avoidance of earnings reduction, relating to the belief that decreasing profits in several
subsequent periods is generally perceived by the company's stakeholders as a basic
signal of deteriorating financial standing.

All mentioned EM strategies can be implemented using a wide range of accounting
techniques, the classification of which is difficult because each accounting method or estimate
may have an integral connection with EM. A graphical presentation of the relationship between
concepts, strategies and techniques of EM 1is depicted in Figure 1. It draws special attention to
two important research perspectives. The first is the presumption that accrual-based- and real
EM practices can be implemented on the principles of complementarity and substitutability
(Zang, 2012; Chen et al., 2012; Paulo, Mota, 2019). The second highlights that, due to their
specificity, capital groups have wider opportunities to shape financial results than individual
enterprises. In their case, the balance sheet policy can be approached on two levels, considering
accounting solutions typical for a firm preparing financial statements on general principles and

accounting practices applicable only within capital groups.
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Figure 1. Selected concepts, strategies and techniques of earnings management in public companies.
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Empirical research in Poland on the EM phenomenon and the quality of reporting
information 1is relatively scarce (Michalak, 2018). The studies mentioned above cover three
main strands, including:

— research on the degree of shaping the financial result in connection with specific
incentives (see: Brzeszczynski et al., 2011; Gajdka, 2012; Istrate et al., 2017;
Cherkasova, Rasadi, 2017; Lizinska, Czapiewski, 2018; Valaskova et al., 2021);

— research on identifying factors influencing the scope of EM practices (Michalak et al.,
2012; Piosik, 2013; Comporek, 2017; Piosik, Genge, 2020; Michalkova, 2021;
Comporek, 2022; Lizinska, Czapiewski, 2023);

— analysis of the perception of the quality of reporting information disclosed by listed
companies by company stakeholders (Cieslak, 2011; Blazynska, 2015; Swietla, Zieniuk,
2017; Cyganska et al., 2019).

Most of the empirical analyses that focus on EM issues, which are prepared for the Polish
capital market, are based on the use of econometric models enabling the extraction of individual
subcategories of accruals and the determination of indicators illustrating abnormal levels of
cash flows from operations, production costs or discretionary expenses. These procedures allow
for a preliminary estimate of the scale and directions of activities aimed at the intentional
manipulation of reporting data, although it should be emphasized that each of the EM models
has its limitations. However, only some of the research represents questionnaire studies,
by which it is possible to better recognize the specificity of EM and earnings quality in reporting
entities. The most important conclusions from their execution are presented below.

Cieslak (2011) surveyed the opinions of employees dealing with accounting in small and
medium-sized enterprises about accounting regulations and their postulated need to improve.
The research sample consisted of 324 respondents, and its selection was purposeful.
One of the aspects taken into account in the study was the respondents' opinions on assessing
the quality of financial statements. Almost half of the respondents believed the published
financial reports were as reliable as needed. However, the percentage of interviewees stating
that they believed the financial statements were falsified was similar. Every fourth respondent
considered that they had only heard about the falsification of reporting items more often than
they had personally encountered these practices.

Piosik (2013) tried to answer whether employees of financial and accounting departments
and managers can practically use EM techniques and strategies in business practice.
The research sample included 42 enterprises and 23 capital groups. The obtained results of
empirical research show that, in the opinion of the respondents, the most effective
EM instrument is to conduct economic transactions on such terms as to ensure the achievement
of the reporting goal. The study's authors also proved that frequently used EM techniques were
the manipulation of depreciation and write-offs and the creation and release of provisions.
Moreover, interviewees indicated that EM strategies aimed at a steadily growing profit (from

period to period) and avoided showing losses were extensively implemented in their firms.
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Piosik collected evidence that in the studied sample, there are positive relationships between
the EM scale and the company's size (assessed from the perspective of generated revenues and
employment). He concludes that employees of finance and accounting departments (both rank-
and-file and those holding managerial positions) have a low awareness and insufficient
knowledge of the possibility of shaping profits (losses).

Blazynska (2015), researching 334 investors, asked respondents, among others, to point out
the importance of individual elements of the financial statements. The surveyed investors
indicated the following order of importance of the financial reports, namely: profit and loss
statement (94% of respondents described it as decisive or important), statement of financial
position (93% of respondents) and statement of cash flows (80% of respondents). The results
of Blazynska's study on satisfaction with the quality and the scope of financial statements
revealed that only 8% of interviewees believed that the financial statement was complete,
and as many as 78% had no clear opinion on this issue. Besides this, the respondents highlighted
a lack of precise information in the financial statements about the company's forecasts of results,
asset replacement plans, assumptions made when measuring fair value, estimation methods
used, and transactions with the parent company, i.e. those areas of accounting that can be used
during the implementation of EM practices.

Swietla and Zieniuk (2017) researched the scale of the use of accounting policy instruments
in meeting the objectives of business entities or in deliberate falsification or blurring of the
image resulting from financial statements. Based on the responses of statutory auditors, they
collected evidence that companies operating in the Polish market tend to adapt their accounting
policy regarding estimated valuation to the company's goals. However, most respondents
agreed that the companies they audited do not use accounting policy instruments in the field of
valuation to blur or falsify the company's financial standing deliberately.

Cyganska et al. (2019) conducted research evaluating Polish accounting students' ethical
attitudes towards the EM phenomenon. In this study, the impact of gender, age and professional
experience on the assessment of ethical attitudes of managers in the purposeful shaping of the
reported income level was analyzed. The research showed that the specificity of both
EM concepts (accrual-based EM versus real EM) determined the image of ethical attitudes
towards accounting manipulations, whereby the accounting type of EM was assessed more

critically than earnings manipulations by operating decisions.

3. Research methodology

The study presented in the paper is part of a broader research project, “Impression
management or information preparation? Motives and paths of earnings management in the

time of the COVID-19 pandemic”, aimed at in-depth analysis of the main premises for
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implementing EM practices in public companies and determining basic strategies for
implementing the assumed objectives of aggregate-based and real EM. Moreover, the purpose
of the project was to obtain answers to the questions of how earnings manipulation determines
the quality of reported data and whether these practices are acceptable from an ethical point of
view in the eyes of finance managers and employees of accounting departments of listed
companies.

The postulated subject of the research was to conduct survey interviews among
representatives of all non-financial public companies listed on the Main Market of the Warsaw
Stock Exchange (N = 335). The target group of respondents included finance managers,
accounting employees and other professionals authorized by representatives of the company's
management staff at the level of the owner, president/vice president, member of the
management board, and general director. The selection of the research sample was random
(exhaustive testing). The sample was taken from data from the Central Statistical Office and
the Dun & Bradstreet business intelligence agency.

Ultimately, 124 respondents representing diverse public companies agreed to participate in
the research. They were asked questions regarding, inter alia, such issues as:

1. How often did the respondents encounter accounting practices involving the use of
freedom in balance sheet regulations to create a false image of the financial position of
an enterprise?

2. How do respondents assess the general intensity of EM activities in the public
companies they represent?

3. How do respondents estimate the intensity of particular EM tools (techniques) in the
public companies they represent?

4. In which periods of the financial year are the practices related to earnings manipulation
particularly intensified?

5. What are the most important objectives for EM implementation in the company they
represent?

6. How do respondents perceive the importance of the main premises (motives) for
EM activities in their company?

For clarity, it should be emphasised that the survey research was conducted in June-August

2023, and the Marketing Research Centre “CBM Indicator” was responsible for its

implementation.
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4. Empirical results

The first step of the empirical research was to ask how often respondents encountered
accounting practices involving the use of freedom in balance sheet regulations to create a false
image of the company's financial standing in their business practice. This research shows that
more than half of the interviewees (56.5%) declared they experienced the mentioned practices
occasionally, while every fourth respondent (27.4%) stated that they often encountered

activities comprising the EM phenomenon (Figure 2).

How often do you encounter accounting practices involving
the use of freedom in balance sheet regulations to create a
false image of the financial position of an enterprise?

16,1%

27,4%

56,5%

= often = occasionally = never

Figure 2. The structure of answers to the question regarding the frequency of encountering accounting
practices allows to creation of a false image of the company's financial standing by respondents.

Source: own elaborations.

Interestingly, although the most interviewees declared that while performing their
professional duties, they encountered accounting practices that allowed them to manipulate the
company's financial standing, only 29% of respondents confirmed that EM activities are
implemented in the company they represent (Figure 3). Moreover, only slightly over 3% of the
respondents admitted that these operations are implemented frequently throughout each fiscal
year. In further research, this group of respondents were asked for a closer characteristic of the
specificity of EM activities in listed companies.

In the first instance, the peculiarities of the interdependencies between implementing
accrual-based and real EM practices in public companies listed on the WSE were examined.
It is worth emphasizing that 35 out of 36 respondents (97.2%) stated that accrual-based- and
real EM strategies are used on the principle of complementarity in the firms they represent,
thereby confirming the first research hypotheses. Similar conclusions regarding the
relationships between varied EM concepts are included, among others, in studies by Matsuura
(2008), Chen et al. (2012), and Hamza and Kortas (2019).
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How do you assess the intensity of EM practices implemented
in the company you represent?

3.2%
’ 25,8%

71,0%

= EM practices implemented frequently throughout each fiscal year
EM practices used sporadically, in selected financial years

EM practices not implemented at all

Figure 3. The structure of answers regarding the intensity of implementing EM practices in the
companies the respondents represent.

Source: own elaborations.

During which periods of the fiscal year are the EM practices
particularly intensified?

22,2%

27,8%

50,0%

= at the beginning of the accounting period

at the end of the accounting period

the level of EM practices is similar throughout the accounting period

Figure 4. The structure of answers regarding the intensity of implementing EM practices in particular
periods of the fiscal year.

Source: own elaborations.

Regarding the issue of the EM implementation period, half of the respondents declared that
the intensification of the practice related to the intentional shaping of financial results occurred
at the end of the accounting period (Figure 4). Approximately 28% of respondents stated that
the EM severity is similar throughout the fiscal year, while about 22% of the interviewees

indicated that the increase in EM practices is typical for the beginning of accounting years.
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The next part of the empirical research concerns the most important objectives towards
which the optics of EM practices implementation are directed (Figure 5). More than half of the
respondents (55.6%) declared that earnings manipulation through EM activities is motivated to
pursue income smoothing, consequently positively verifying the second of the research
hypotheses. This strategy is based on manipulating the time profile of individual reporting items
to make the reported profits less volatile. At the same time, the intended action of executives is
to prevent excessive increases in the company's financial results in the long term. Nearly 39%
of interviewees stated that avoiding earnings reduction is important in shaping the financial
result. The premise for such an outlook is that, according to the prospect theory, investors value
profits, losses, and their fluctuations differently (Artienwicz, 2018). The subjective feeling
associated with the deterioration of the financial result by a given amount is stronger than the
satisfaction with improving the result by the same amount. Every fourth respondent admitted
that EM practices in the company they represent are taken for the broadly understood purpose
of increasing profits. The reasons and motives for earnings manipulation upwards have a variety
of backgrounds and range from the desire to meet analysts' expectations to incentives related to
the realization of bonuses or maintaining a competitive position in the financial market (which
was reflected in the further part of the research). Notably, a small percentage of interviewees
stated that EM practices may be aimed at avoiding the avoidance of accounting losses or big
baths. It should be added that respondents could select more than one item when answering this
question.

In-depth empirical research also allowed for a preliminary identification of the most
important premises (motives) for the implementation of EM practices in public companies
(Table 1). The distribution of answers obtained by respondents shows that the dominant
prerequisite for EM enforcement was an effort to create the image of a more profitable company
compared to the largest competitors in the sector. Previous research has shown that public
companies tend to disclose higher profits than the average in the sector to attract new investors
(Dakhlallh, 2020). Nearly 95% of interviewees considered showing better development
prospects for the company (which is explained, among others, in signal theory) and meeting
market analysts' expectations regarding the level of reported financial results (which, in turn,
is consistent with the assumptions of the thresholds theory) as a very important or quite
important premise of EM implementation. On the other hand, according to respondents,
EM practices are rarely motivated by opportunistic reasons (low motives; performance bonus)
or financial strategies implemented in the company (dividend payment policy).

Thus, the third research hypothesis set in the introduction of the paper was negatively verified.
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What are the most important objectives related to the
implementation of EM practices?

60,0% 55,6%
50,0%
38,9%
40,0%
30,0% 25,0%
20,0%
° 13,9% 11.1%
10,0%
0,0%
0,0%
avoidance of big bath  increasing avoidance of income window
accounting profit earnings  smoothing  dressing
loss reduction

Figure 5. The share of respondents pointing to the most important objectives of implementing
EM practices in public companies.

Source: own elaborations.
Table 1.

The importance of the main premises (motives) for implementing EM practices in public
companies in respondents’ opinion

The importance of premise (motive)
Premise (motive) Very Quite Quite Completely
important important irrelevant irrelevant
maximizing personal begceﬁts for management 56% 38.9% 528% 28%
sta
reducing the tax burden in a given financial year 16.7% 55.6% 22.2% 5.6%
showing better development prospects for the 16.7% 77 8% 56% 0.0%
company
creating the image of a more profitable 25 0% 69 4% 56% 0.0%
company compared to the largest competitors ) ) ) )
meeting market analysts' expectations regarding 19.4% 75 0% 56% 0.0%
the level of reported financial result ) ) ’ )
protecting the company against excessive 8.3% 44.4% 44.4% 28%
dividend policy ) ) ) )
maintaining or increasing the company's
B e o company 11.1% 61.1% 25.0% 2.8%

Source: own elaborations.

From an instrumental point of view, an important element of the research was the analysis
of the accrual-based EM techniques widely used in public companies listed on the WSE
(Table 2). According to the respondents, shaping financial results was implemented using
a various spectrum of accounting practices. EM techniques related to the change of applied
accounting policies involve the use of financial principles relating to such issues as accounting
for the financial year, principles of valuation and depreciation of fixed assets (which was
particularly noted by respondents), rules of asset inventory, inventory recording methods,
principles of valuation of assets and liabilities, etc. The EM technique of manipulating

depreciation and improvement expenditures focuses mainly on the possibility of distorting the
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categories of operating expenses. The general principles of recognizing depreciation methods
state that they should most faithfully reflect how the enterprise consumes the asset's economic
benefits. Another important EM technique, according to respondents, is controlling expenses
for renovations and improvements of fixed assets. Improving a fixed asset involves its
reconstruction, expansion, and modernization and increases its value in use. Therefore,
the incurred expenditure increases its initial value, which becomes a new basis for determining
depreciation write-offs. Additionally, if the conditions for recognizing a significant
improvement of a fixed asset are met, costs are activated in the company. Analyses of Table 2
indicate other finding worthy of comment. Namely, in the business practice of public
companies, accounting manipulations by creating and terminating provisions are prevalent.
Creating provisions involving the appropriate division of net profit and allocating it to achieve
specific company objectives usually occurs when the financial result is better than expected.
This situation causes a reduction of the reported financial result for a given accounting year and
its "shifting" to later years of worse economic conditions, in which the release of provisions

will increase the reported financial profit (loss).

Table 2.
The use of particular accrual-based EM tools (techniques) in public companies in

respondents' opinion

Frequency of use
Accrual-based EM technique Frequent Average Occasional
use use or no use
Creation and release of provisions 19.4% 58.3% 22.2%
Selection and change of the fixed asset valuation model 13.9% 72.2% 13.9%
Selection and change of depreciation and amortization methods 27.8% 63.9% 8.3%
Write-offs for permanent impairment of fixed assets 25.0% 19.4% 55.6%
Allowances for the value of inventory and/or receivables 19.4% 69.4% 11.1%
Controlling expenses for renovations and improvements of 27 8% 55 6% 16.7%
fixed assets
Faulty presentation of R&D works 5.6% 16.7% 77.8%

Source: own elaborations.

The final stage of empirical research was aimed at a closer examination of the techniques
of real EM implemented in public companies listed on the Polish capital market (Table 3).
The obtained results of questionnaire research prove that nearly 14% of respondents admit that
in public companies, a frequently implemented method of manipulating earnings is an abnormal
reduction of discretionary costs, including SG&A expenses. The vast majority of interviewees
(70%) declared that a common practice (average use) in the firms they represent is accelerated
invoicing, i.e., recognizing revenues before they are realized (which can be strictly considered
accounting fraud). Another important technique of real EM is the excessive acceleration of sales
revenues and operating cash flows at the end of the period, resulting either from offering

abnormal price discounts or adopting a very liberal policy of managing short-term receivables.



56 M. Comporek

Table 3.
The use of particular real EM tools (techniques) in public companies in respondents’ opinion

Frequency of use
Real EM technique Frequent | Average | Occasional
use use Or No use
Abnormal reduction of SG&A expenses 13.9% 38.9% 47.2%
Abnormal reduction of R&D expenses 5.6% 19.4% 75.0%
Accelerated invoicing and mar;é)rlil(l)aglon of the revenue recognition 5.6% 69.4% 25.0%
Structuring and timing of economic operations 2.8% 41.7% 55.6%
Acquisition or divestiture of subsidiaries 0.0% 5.6% 94.4%
Sales acceleration resulting from above-average discounts 2.8% 44.4% 52.8%
Sales acceleration resulting from the liberal deferred payment policy 2.8% 55.6% 41.7%

Source: own elaborations.

5. Summary

Transparency and credibility of reporting information are crucial in managing modern
organizations. Financial statements should provide data that will be useful to a wide range of
users and reflect current revenues and costs, unambiguously present the company's core
activities' results, and illustrate direct links between reported profits (losses) and operating cash
flows. However, economic practice shows that implementing EM activities can distort these
features.

The survey research results among finance managers and representatives of accounting
services emphasize the importance of EM practices in public companies listed on the Polish
capital market. The existence of areas of free choice makes it possible to use accounting policy
and economic transactions to manipulate the level of the reported earnings. During the research,
it turned out that 29% of respondents admitted to implementing EM practices in firms they
represent. Moreover, interviewees declared the use of various accrual-based and real
EM instruments in a complementary way. The dominant EM strategies proved to be income
smoothing and avoidance of earnings reduction, while the main reasons for EM implementation
respondents included creating the image of a more profitable company (compared to the largest
competitors), meeting market analysts' expectations regarding the level of reported financial
result and showing better development prospects for the company.

The limited number of respondents willing to participate in the research causes the
presented results of empirical analyses do not fill the condition of generalization and cannot be
directly applied to all public companies listed on the WSE. However, it should be emphasized
that the research sample size may be determined by the fact that the undertaken issue of earnings
manipulation may be considered highly sensitive. Indeed, EM practices are perceived by many

accounting theorists and practitioners as activities balancing on the verge of law.
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1. Introduction

The COVID-19 pandemic, caused by the SARS-CoV-2 virus, has significantly impacted
people's lives (Kumar et al., 2021; Baloch et al., 2020). In Poland, as in other countries,
the pandemic has caused significant challenges for the health care system, economy, and society
(Grifoni et al., 2020; Ciotti et al., 2020). Although high numbers of infections and deaths
characterized the first waves of the pandemic, later stages brought changes in the dynamics of
virus transmission, partly due to the introduction of vaccination programs and other intervention
measures. By 30 June 2023, 6,517,852 cases of COVID-19 infections and 119,626 deaths were
registered in Poland.

The SARS-CoV-2 virus belongs to the coronavirus family that causes COVID-19.
This virus is transmitted through droplets, i.e., through contact with an infected person who
coughs or sneezes. It is recommended to follow basic hygiene rules to avoid infection,
such as frequently washing hands with soap and water, wearing masks where it is impossible
to maintain a safe distance, avoiding touching the face, and carrying social distance (Jelnov,
2020; Suryasa, 2021).

Our research aims to provide insight into how Poland dealt with the final phase of the
pandemic, which may be valuable in planning future public health strategies and responding to
potential future pandemic-like events. We also present conclusions that can help understand the
effectiveness of current actions and pave the way for improvements in the future.

The analysis used data from the Ministry of Health, the Chief Sanitary Inspectorate, and
other national and international sources. This data includes case numbers, hospitalizations,
deaths, and information on vaccination rates. The article uses data visualization methods to
assess trends and identify critical factors influencing the dynamics of the pandemic.
The analysis included data on the pandemic from 1 January 2023 to 30 June 2023.
On 1 July 2023, the state of epidemic threat in Poland was canceled by the government.
In this introduction, we present the context and goals of our research, which aim to shed light
on the current epidemic situation in Poland and its national and global implications
(COVID, 2023).

The article consists of two parts. The first part concerns the history of the pandemic,
especially the initial period. It describes the main decisions regarding restrictions introduced in
Poland to limit the spread of the SARS-CoV-2 virus. The second part concerns data from
1 January 2023 to 30 June 2023. The article ends with conclusions. The study's findings have
significant practical value for health policymakers, healthcare professionals, and researchers.
They provide essential information that can help better understand the dynamics of the
pandemic and shape more effective public health strategies. The analysis results can also serve
as a basis for future research and analysis on managing the pandemic and its social and
economic effects. The study makes a new contribution to the scientific discourse on
COVID-19 by expanding the understanding of the pandemic through a detailed analysis of its
later stages.
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2. SARS Covid-19 pandemic in Poland — historical outline

The COVID-19 pandemic, caused by the SARS-CoV-2 virus, began in December 2019 in
the Chinese city of Wuhan. It soon spread worldwide, becoming a global health, social and
economic challenge (Abid et al., 2020). It became a pandemic in March 2020, when the World
Health Organization (WHO) announced that COVID-19 infection was already affecting many
countries worldwide (WHO, 2023; Khoo et al., 2020).

In Poland, research on the coronavirus began on 31 January 2020. They were carried out
by the National Institute of Public Health - National Institute of Hygiene (NIZP-PZH).
As of 29 February 2020, 307 tests were performed, and 28 were pending. The tests were
conducted in two laboratories in Warsaw: NIZP-PZH and the Provincial Infectious Diseases
Hospital in Warsaw. Centers in Olsztyn and Wroclaw have been prepared for research.
The remaining laboratories in Poland were preparing to start their tests. At the same time,
in other countries, the number of samples tested (as of 29 February 2020) is France - 800,
Austria - 350, and the USA - about 450. On 6 March 2020, there were already 13 laboratories
in Poland, and the number of tests carried out increased to 900; five were positive. Patient Zero
appeared in Poland on 6 March and was a person who came to Poland from Germany.
From that moment on, restrictions on mass gatherings began to be introduced. On 8 March
2020, the Chief Sanitary Inspector recommended canceling all mass events organized indoors
for over 1000 people.

On 10 March 2020, the Rector of the University of Warsaw canceled all lectures and classes
for students, doctoral students, and listeners from 11 March to 14 April 2020, except for those
held remotely. At the Jagiellonian University, the Rector canceled lectures for students, doctoral
students, and physical education classes. The Rector of the Wroctaw University of Science and
Technology and the chairman of the College of Rectors of Universities in Wroctaw and Opole
announced that from 11 March 2020, "all forms of teaching" at 14 public universities in the
Lower Silesian Voivodeship and the Opole Voivodeship will be suspended. Classes at the
University of Warsaw were also suspended. Courses at the University of Adam Mickiewicz in
Poznan from 11 March 2020 until further notice. On the same day, a meeting of the National
Security Council on actions regarding COVID-19 was held. Prime Minister Mateusz
Morawiecki canceled all mass events.

In Poznan, a decision was made that all schools, kindergartens, nurseries, and other city
institutions will be closed as a preventive measure for two weeks (i.e., from 11 to 24 March
2020). On 11 March 2020, Prime Minister Mateusz Morawiecki and the ministers (respectively:
health, national education, and higher education) Lukasz Szumowski, Dariusz Piontkowski,
Jarostaw Gowin announced the closure of educational institutions for two weeks (i.e., March
12-25, 2020) as a preventive measure. There were no classes from Thursday, 12 March 2020,

but children could come to classes (if their parents could not take care of them), and only from
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Monday was there a complete closure. The closure concerned, in particular, all schools (public
and private), kindergartens, nurseries, secondary schools, and universities. Two days later,
the Prime Minister announced that starting 15 March 2020, Poland's borders would be closed
to air and rail traffic. Passport controls were also introduced at all land borders, and only Polish
employees and citizens were allowed to enter the country. After crossing the border by land,
there would be a 14-day quarantine, breaking, resulting in a fine of 5,000 zloties. A ban was
introduced on public gatherings of more than 50 people, including state and religious
gatherings. On 25 March 2020, the Minister of Interior and Administration, Mariusz Kaminski,
announced at a press conference the decision to extend the border closure, based on
international law, in connection with the development of the epidemic in Europe and around
the world - by 20 days until 13 April 2020 (the previous period lasted ten days, March 15-25,
2020). Kaminski emphasized that the restrictions do not apply to the flow of goods, which will
continue to flow freely. The first loosening of restrictions took place on 20 April 2020.
Since then, restrictions have been slowly lifted, but you should still wear a nose and mouth
cover and disinfect your hands in closed spaces, including public transport. Until July, there
was a decline in the number of people infected with coronavirus - the number of fatalities
decreased and the number of recoveries increased.

In total, six waves of the pandemic could be observed in Poland: 1st wave until August
2020, 2nd wave until November, 3rd wave until April 2021, 4th wave until December 2021,
S5th wave in February 2022, and 6th wave in September 2022. The individual waves of the

pandemic are presented in Figure 1.
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Figure 1. Number of confirmed SARS-CoVID-19 infections in Poland during the pandemic.
Source: https://koronawirusunas.pl/, 8/10/2023.

Figure 2 shows the number of deaths due to Covid-19 and comorbidities. The pandemic
caused by the SARS-CoV-2 virus is a highly contagious virus. This virus is transmitted mainly
through droplets, close contact with an infected person, and by touching surfaces on which
viruses are found and then touching the face, nose, or mouth. A characteristic of SARS-CoV-2
is that infected people can transmit the virus even when they do not yet show symptoms,
contributing to its high contagiousness. COVID-19 mortality rates varied by region, age group,
availability of health care, and many other factors. Covid-!9 had a higher mortality rate than

many other viral diseases.
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Figure 2. Number of deaths due to COVID-19 and comorbidities in Poland.
Source: https://koronawirusunas.pl/, 8/08/2023.

Wilson et al. (Wilson, 2020) estimated the risk of death of people suffering from
COVID-19 at 3.5% in China and, on average, 4.2% in other 82 surveyed countries around the
world. Jelnov (Jelov, 2020), based on panel studies on a sample of 156 countries around the
world, showed that COVID-19 probably does not spread to more than a few percent of the
population but leads to a relatively high mortality rate of approximately 10% on average.
A similar situation also occurred in Poland. The COVID-19 mortality rate in Poland until
30 June 2023 was about 1.84%. It can be described as for every 100 people infected with the
virus, approximately 1.84 died from the disease. It should be noted that the mortality rate in
other countries was much higher. For example, in France, Finland, and Belgium, as of 14 June
2020, it was over 16%. However, in the case of Malta, Slovakia and Cyprus it was only 2%.
Hungary and Finland, which have one of the lowest levels of coronavirus infection,
have experienced very high COVID-19 mortality rates. In the case of Luxembourg, however,
an inverse relationship can be observed, i.e., a very high level of COVID-19 infection in the

population is associated with a relatively low mortality rate.

3. Covid-19 pandemic in Poland in 2023

In the first half of 2023, there was an epidemic threat in Poland related to the COVID-19
pandemic. This status was abolished on 1 July 2023. The epidemic threat was introduced in
Poland on 16 May 2022; previously, the state of the epidemic was in force. Although the state
of epidemic threat has been lifted, not all solutions and restrictions from the pandemic have
been canceled. It was decided to introduce a state of epidemic threat due to the evaluation of
the virus. The appearance of the Omicron variant in 2022 meant that, despite a similar number
of cases, the number of people hospitalized and deaths decreased (Del Rio et al., 2022).
Forecasts regarding the development of the pandemic in Poland in 2022 are presented in the
following figures (from 3 to 5).
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3. Short-term forecast of the development of the pandemic after 6 February 2022 - number of

Figure

diagnosed cases.

Source: www.macos.pl, 15/06/2022.
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4. Short-term forecast of the development of the pandemic after 6 February 2022 - number of

Figure

fatal cases.

Source: www.macos.pl, 15/06/2022.
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Figure 5. Short-term forecast of the development of the pandemic after 6 February 2022 - number of

people requiring hospitalization.

Source: www.macos.pl, 15/06/2022.
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The World Health Organization (WHO) has published a report predicting the future of
pandemics and epidemics. With a short time horizon (3-5 years), this report was not a prediction
of the future, but an invitation to consider the different directions that current and future
pandemics may take. The report generally focused on the emergence of new pathogens,
mutations of existing pathogens, global human mobility, climate change, antibiotic resistance,
and social and economic inequality. Highlighting these risks in the WHO report was intended
to increase awareness and prepare for various scenarios that may arise in the future in the
context of infectious threats. These scenarios aimed to identify possible threats and solutions,
discuss implications, and propose actions to prevent or mitigate the impact of current and future
infectious threats.

The Institute for Health Metrics and Evaluation has developed a model for forecasting the
trajectory of the COVID-19 pandemic until 2023, considering the possibility of the emergence
of new virus variants and various intervention strategies. This model predicted additional
infections, hospitalizations, and deaths based on multiple scenarios, such as the emergence of
a new Omicron-like variant, a variant with a high ability to break immunity, and a scenario
without the emergence of a new variant. Projections indicated different outcomes depending on
the characteristics of future COVID-19 variants (COVID-19 Forecasting Team, 2022)
{ioannidis, 2022).

Overall, forecasts for 2023 were varied and depended on many factors, including the
emergence of new virus variants and the effectiveness of interventions such as vaccinations and

personal protective equipment.
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Figure 6. Number of new infections in

individual voivodeships in January 2023.

Source: Own study.
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Figure 8. Number of new infections in
individual voivodeships in March 2023.

Source: Own study.
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Figure 10. Number of new infections in
individual voivodeships in May 2023.

Source: Own study.
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Figure 7. Number of new infections in individual
voivodeships in February 2023.

Source: Own study.
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Figure 9. Number of new infections in individual
voivodeships in April 2023.

Source: Own study.
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Figure 11. Number of new infections in individual
voivodeships in June 2023.

Source: Own study.

In January 2023, the number of COVID-19 patients in Poland increased. The following

figures (Figures 3 to 6) show the number of patients in individual voivodeships in subsequent

months. 149419 people were infected with Covid-19 from 1 January to 30 June. The decreasing

number of COVID-19 patients was mainly influenced by vaccinations offered from 2021

worldwide. Figure 11 shows the number of people vaccinated as of 10 January 2022.
By 30 June 2023, 6,517,852 cases of COVID-19 infections and 119,626 deaths were registered

in Poland.
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Figure 11. Number of vaccinations performed in individual voivodeships as of 10 January 2022.
Source: Own study.

The analysis of data on COVID-19 cases in Poland in the period considered to be the end
of the pandemic provides essential information on the dynamics of the virus and the
effectiveness of the actions taken. We have observed a significant decrease in new cases, which
can be interpreted as a positive effect of vaccinations and naturally acquired immunity in the
population. However, although less numerous, persistent cases indicate the need to continue
monitoring the situation and adapting public health strategies. The spread of new variants of
the SARS-CoV-2 virus, including Omicron, had a significant impact on the dynamics of the
pandemic. Although case numbers have been lower compared to earlier waves of the pandemic,
the diversity of virus variants continues to pose a significant challenge to public health systems.
The results highlight the importance of vaccinations as a critical tool in the fight against the
pandemic. There is a clear correlation between high levels of immunization and lower numbers
of hospitalizations and deaths. It indicates the effectiveness of vaccinations in preventing severe

disease.

4. Conclusions

The COVID-19 pandemic has brought many lessons and conclusions that may be valuable
for future emergencies and social, medical, and economic development. The pandemic has
demonstrated the importance of planning and responding quickly and effectively to health
crises. The preparedness of health systems, flexibility in decision-making, and global

coordination are critical to effectively responding to the pandemic. The pandemic has
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highlighted the need for international cooperation and solidarity between countries.
Actions undertaken as part of international cooperation, such as sharing knowledge, medical
resources, and vaccines, are crucial to limiting the spread of the virus and the pandemic's effects.
The pandemic resulted in intense scientific and innovative development. The rapid growth of
diagnostic tests, vaccines, and antiviral drugs are examples of scientific achievements in the
fight against the pandemic. Continued investment in research is crucial to preventing future
health threats. The COVID-19 pandemic has created a mental health crisis for many people
around the world. It is necessary to increase awareness and support for people affected by stress,
social isolation, and other psychological effects of the pandemic. Education and communication
also turned out to be very important during this period. Effective communication and public
education are essential in crises. Reliable information, clear messages, and public education are
crucial to reducing panic, increasing awareness, and practical preventive actions. The pandemic
ended in July 2023, but there is still a need to be vigilant about potential changes in the virus
and to maintain readiness to respond to possible future health threats. With the knowledge and
experience gained from this difficult time, societies can respond more effectively to future
health challenges, moving towards a more resilient and flexible society.

In summary, data on COVID-19 cases in Poland at the end of the pandemic provide
valuable clues about the effectiveness of current public health strategies and indicate areas
requiring further monitoring and research. Our results highlight the importance of an integrated
approach, combining medical, behavioral, and policy strategies, to effectively manage the

pandemic and its effects.
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1. Introduction

The recent population migration in Poland has resulted in the expansion of cities.
Therefore, their development seems to be the natural order of things. This is all the more so
because, as an artificial human creation, the city has a chance to develop new ideas, ventures,
and innovative technologies (Sikora, 2013). In the digital transformation era, cities worldwide
face the challenge of adapting to rapidly changing technologies and growing expectations of
residents (Czupich, 2016; Papa, 2015). At the level of urban development, we talk about the
concept of a Smart City, i.e., intelligent cities in which the life and development of people are
better and more straightforward. Currently, smart city is used interchangeably with the names
digital city and sustainable city, indicating the direction of transformation that cities are
undergoing (Stawasz, 2016). The development of the smart city concept has been the story of
the last dozen or so years. In 2015, views on smart cities introduced an approach based on the
creative involvement of residents, i.e., the Smart City 3.0 model. According to the Smart City
3.0 model, cities must be open to the active attitude of residents in creating their development.
The authorities' role is to create conditions to actively use the residents' creativity. This applies
primarily to encouraging residents to use modern technologies and develop technological
solutions. The Smart City concept is based on six pillars: smart economy, smart environment,
smart people, smart governance, mobility, and quality of life (Allam, 2018).

Artificial Intelligence has become one of the key elements driving the development of the
smart city concept. Thanks to its ability to analyze large data sets, learn from experience,
and make decisions. Technologies based on artificial Intelligence can open the door to new
possibilities in city management. They are starting from road traffic optimization to advanced
public safety systems (Skalfist, 2020).

This article aims to explore the different levels at which Al is used in the context of smart
cities, highlighting its potential benefits and challenges. As cities become increasingly
computerized and connected, Al plays a crucial role in processing the vast amounts of data
generated by city systems and residents, transforming them into useful information and
intelligent solutions.

The article begins with a literature review on the role of Al in smart cities, then moves on
to analyze specific applications of Al in various aspects of urban life, such as traffic
management, public safety, resource management, public health, and interaction with residents.
Then, the article focuses on specific areas in which the smart city concept is developed and

examples of the use of artificial Intelligence in Polish cities.
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2. Smart city ideology

There are many definitions of a smart city in the literature. They differ in the distribution of
accents between the approach to technology, functionality of cities, and social issues.
N. Komninos claims that a smart city is an area consisting of four main elements (Komninos,
2008): the population carrying out knowledge-based activities or a group of such activities;
digital spaces of e-services and online tools for knowledge management, effectively operating
institutions and procedures in the field of knowledge creation and the ability to be innovative
and solve problems emerging for the first time. It is safest to provide a definition that covers all
the ingredients mentioned. This is the definition presented by the Committee of Digital and
Knowledge-based Cities in 2012: A smart city is "a city that uses information and
communication technologies to increase the interactivity and efficiency of urban infrastructure
and its components, as well as to raise the awareness of residents" (Trzesicki, 2020). It seems
that the smart city concept is a natural consequence of the evolution of cities. This evolution
took place starting from the city of knowledge, through the idea of a digital city, a smart city,
to the vision of an ecological city, finally reaching the concept of a smart city (Labedzki, 2022).

According to K. Labedzki (Labedzki, 2022), three generations of smart cities can be
distinguished. The first generation concerns advanced technologies, and the solutions offered
are unified and do not correspond to the individual characteristics of the city.
When implementing cutting-edge technologies, the city authorities do not consult the city's
residents on the need for their implementation. The second generation assumes that the city
authorities are at the center of attention. The task of the city authorities is to look for solutions
tailored to urban needs. The third generation of smart city ideology emphasizes the initiative of
residents. In the third generation, residents express their opinions, needs, and expectations.
Local government administration plays an advisory role here or supports the communication
channel (Greser, 2022).

The problematic nature of the elements that make up every modern city makes it a complex
socio-economic system. The development of this complex system depends mainly on the
relationships between the components. Advanced information and communication technologies
- ICT - are essential in the modern city. Using ICT technology results primarily in cost reduction
(Skalfist, 2020).
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3. The use of artificial Intelligence in smart cities

Artificial Intelligence (R6zanowski, 2007) is an advanced field of computer science that
focuses on creating and developing computer systems capable of performing tasks that
traditionally require human Intelligence. These tasks include but are not limited to, pattern
recognition, learning, reasoning, problem solving, perception, natural language processing,
and decision making. Artificial Intelligence, in its basic form, is represented by algorithms that
imitate the cognitive functions of the human mind, processing data and information from the
environment, which allows machines to learn, adapt, and make autonomous decisions on their
own (Kowalczewska, 2021).

Rézanowski (Roézanowski, 2007) distinguishes two approaches to the issues of artificial
Intelligence: vital artificial Intelligence (strong Al) and the second approach - weak artificial
Intelligence (weak Al). In the current reality, artificial Intelligence can be divided into three
main categories, depending on the scope of its capabilities and advancement (Sadel, 2015):

1. Artificial Narrow Intelligence (ANI) - refers to Al systems that are designed and trained
to perform a specific task. Such systems do not have general awareness or self-awareness
but operate within a limited task scope. Examples include speech recognition programs,
recommendation systems on streaming services, and chess algorithms,

2. artificial general Intelligence (AGI) - this is a hypothetical level of Al in which machines
could demonstrate intellectual abilities comparable to humans, including the ability to
learn, understand, adapt and apply knowledge to a wide range of tasks. AGI remains
mainly in the sphere of theoretical research.

3. Artificial superintelligence (ASI) is a level of Al that would exceed human Intelligence
in all aspects, from creativity and emotional abilities to social and technical skills.
ASI is the subject of scientific and philosophical speculation, and its potential creation
raises many ethical and safety-related debates.

Artificial Intelligence (Al) is increasingly crucial in city management, enriching and
improving its functions. Thanks to advanced technology and learning algorithms,
Al can analyze vast amounts of data, providing valuable information and forecasts that help
make decisions to improve residents' lives. Artificial Intelligence can be used in many areas of

city management.

Table 1.

Application areas of Al in Smart City
Area of application Characteristic
Traffic and transport Al helps optimize urban traffic, manage public transport systems, and plan
management infrastructure. You can discuss how intelligent traffic light systems, camera data

analysis, and traffic sensors contribute to smoother traffic and reduced traffic jams.

Energy management Al can optimize energy consumption in public buildings, monitor and manage
and sustainable renewable energy systems, and predict energy demand. Such solutions include
development intelligent street lighting and energy management systems in buildings.
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Cont. table 1.

Public safety and Al is used to analyze images from city cameras to improve security, but this also
surveillance raises privacy and ethical issues. Balancing security and privacy can be discussed.
Waste and natural Intelligent systems can help optimize waste collection, monitor air and water
resources management | pollution levels, and manage natural resources.
Services for residents Al can improve communication between residents and city authorities, e.g., through
intelligent chatbots, problem-reporting systems, or personalized public services.
Spatial planning and Using Al to analyze large data sets can help in better spatial planning and urban
urban development development management, e.g., by analyzing demographic trends, resident behavior,
or climate change.

Source: Own study.

3.1. Artificial Intelligence (Al) in traffic and transport management - Smart mobility

Traffic and transport management in the context of smart cities using artificial Intelligence
(Al) is a dynamically developing field that opens new opportunities for more effective, safer,
and more sustainable urban mobility management. Al plays a significant role in urban transport,
starting with optimizing traffic lights. By analyzing data from cameras and traffic sensors in
real-time, these systems can adapt traffic signals to current conditions, contributing to smoother
traffic flow and reduced traffic jams.

Smart mobility is a system that provides mobility services tailored to users' preferences and
corresponding to the city's sustainable development priorities through modern technologies
(Aleta, 2017). The literature on the subject (Papa, 2015) shows two main approaches to smart
mobility: technology-oriented and consumer-oriented strategies. The technology-oriented
approach is based on applying information technology to transport infrastructure. According to
this view, the development of intelligent mobility is possible thanks to the introduction of
widespread digitization of means of transport. According to Grucza (Grucza, 2018),
the "technocentric" orientation leads to dehumanization and loss of a sense of autonomy and
thus wastes even the most innovative solutions. Therefore, implementing elements of smart
mobility in cities requires cooperation with their inhabitants.

The aim of intelligent transport, apart from improving traffic and communication, is also to
expand infrastructure using the latest ICT solutions, create intelligent mobility offers,
use various digital solutions, such as smart parking, car-pooling, trip planning, car-sharing,
bike-sharing, MaaS (Mobility-as-a-Service), ride-hailing or micro-mobility. It is also the
development and implementation of solutions based on the technology of intelligent
communication and data transmission systems (IST) or intelligent transport systems (ITS)
(Zaheer et al., 2019).

The use of artificial Intelligence in the field of road traffic optimization is revolutionizing
road traffic management. This makes significant improvements in flow, safety, and transport
efficiency possible. This is due to the ability of artificial Intelligence to analyze vast amounts
of data from cameras, sensors, GPS systems, and other sources in real-time. An additional
advantage of Artificial Intelligence is the ability to predict the analyzed data. This enables the
identification of traffic patterns, congestion, and road hazards. When road accidents occur,
artificial Intelligence can react quickly, redirecting traffic and thus minimizing disruptions.
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In Poland, the Intelligent Transport System (ITS) has been introduced in many cities.
For ITS to function, it is necessary to equip roads with specific devices - measurement sensors,
cameras, weather stations, variable message signs - along with supporting structures, build
a communication network, provide software, and create facilities for people supervising the
system's functioning. Such a system has been implemented in Chorzéw. The role of ITS in
Chorzéw is to improve traffic in public and individual transport. It is an extensive system that
supports several subsystems, particularly priorities for public transport vehicles and the linear
traffic control and management subsystem. Drivers receive information about city traffic
conditions, alternative roads, and available parking spaces. The system includes a visual
monitoring system for intersections, including cameras for automatic license plate recognition.
A similar system was created in Wroctaw. The city of Gdansk has used an intelligent transport
system. TRISTAR monitors public transport routes and informs passengers about the
departures of public transport vehicles. The ITS system in Bydgoszcz aims to shorten travel
time by tram and motor vehicles. The Bydgoszcz ITS consists of subsystems, including traffic
control with video monitoring, public transport management with dynamic stop information,
parking information, and vehicle guidance to alternative routes.

Another area where traffic and transport management is being developed is using low-
emission buses. In 2023, the city of Sosnowiec purchased 16 hybrid buses that offer great
amenities for passengers - including USB chargers, Wi-Fi, monitoring of the passenger space
and the surroundings at the front, rear, and right side of the bus, emission-free driving only on
electric drive in designated zones in city centers, automatic system for detecting and
extinguishing fire in the engine compartment and heating unit, air conditioning for the entire
truck. Moreover, Sosnowiec is the first Polish city to introduce on-demand night public
transport. The organizer of night bus transport is the city in cooperation with Blees. To use this
form of returning home at night, you must use a particular application available on Google Play
and the App Store. A passenger who wishes to travel will receive information about how long
it will take for the bus to arrive at his stop. The bus will stop in the same places where tram
stops are located on the street. In areas where the location of the tram stop makes it impossible
for the bus to stop safely, there will be so-called virtual stops. The website
www.sosnowiec.blees is available, which contains all applicable information, a map of stops,
and instructions on how to use public transport.

Road safety is another area where artificial Intelligence is making a significant contribution.
One of the most visible safety applications is traffic lights at pedestrian crossings. Traffic light
systems dynamically adjust to the number of people waiting at crossings, crossing, and their
speed. This is especially important for older people, children, and people with disabilities.
For this reason, VALKKY systems implemented in many cities are critical, as they detect and

signal pedestrians who want to cross the road. The first such system in Poland was used by the
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city of Chorzéw in 2012. Currently, such systems are used in many cities'. Similar solutions
were utilized in Sosnowiec, where the sidewalks in the area were rebuilt, additional lighting
was provided, and sensors were installed. In addition, automatic speed measurement devices
were installed so that the driver and passers-by knew the speed at which the car was
approaching. An innovation is the installation of the STOP PHONE system. Thanks to it,
anyone with a special smartphone application will receive a warning when approaching

a pedestrian crossing.

3.2. Application of Artificial Intelligence in energy management and sustainable
development

Artificial Intelligence can have wide applications in environmental protection and is used
to monitor, predict, and solve energy management and environmental protection problems.
Smart grids use Al to optimize energy supply by predicting demand and adjusting production.
This not only increases energy efficiency but also helps to reduce costs. Currently observed
changes in the area of energy transmission and distribution are inextricably linked to the concept
of intelligent energy networks, in which there is communication between all participants of the
energy market, aimed at providing energy services while ensuring cost reduction and efficiency
increase, as well as the integration of distributed energy sources. Smart networks are related to
the development of new IT technologies, and the means to introduce the mentioned smart
networks is to modernize existing networks and optimize all their elements. Optimizing energy
transmission and distribution using artificial intelligence-based solutions requires much base
data for analysis. Smart measurement systems are crucial for the functioning of smart energy
grids and, therefore, for implementing solutions based on Artificial Intelligence.

New technologies and methods of energy storage enable intelligent integration with the
power grid infrastructure and - which was an urgent goal - reduce the number of starts of fuel
generators. Battery energy storage systems (BESS) provide extended operating time through
intelligent management of connected loads. They can also be seamlessly integrated with
alternative energy sources such as solar panels or fuel cells. This approach minimizes the use
of generators and reduces their environmental impact. BESS installations will ultimately evolve
to a model where users have their energy resources, providing them with the performance,
reliability, and cost-effectiveness needed to support computing resources for Artificial
Intelligence.

Energy-saving systems are An example of using Artificial Intelligence for environmental
protection. Such a system was used in Lublin. It is an intelligent street lighting system. Lanterns
reduce the light output when they do not detect movement and increase it when they see
an approaching pedestrian, cyclist, or car. In L6dZ, the portal rewitalizacja.uml.lodz.pl was

created, which allows the inhabitants of £.6dZ to obtain comprehensive information on both the

! Based on: https://www.nist.gov.pl/rozwiazania-w-zakresie-smart-city-w-polsce
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revitalization activities carried out in the city and the condition of the revitalization area.
The portal is also a tool to support the monitoring processes of the Municipal Revitalization
Program in terms of ongoing projects and changes in the socio-economic situation of the area.
The portal also offers orthophoto maps, oblique photos, and 3D data on the city space. Through
the portal, residents can also submit electronic applications for certificates confirming the
location of real estate in the revitalization area. They will also find other information and news
about activities in the area. In Elk, sensors for measuring dust concentration were installed to
monitor the city's air quality. The devices have the function of measuring air pollutants:
suspended dust PM2.5 and PM10, ozone (O3), nitrogen dioxide (NO2), sulfur dioxide (SO2),
benzene (C6H6), and carbon monoxide (CO). Two "EcoPolls" were also installed; they measure
the concentration of air pollutants: PM1, PM2.5, PM10, and HCHO formaldehyde, as well as
air temperature, pressure, and humidity. At the same time, they signal air quality using LED
lighting according to the Polish Air Quality Index adopted by the Chief Inspectorate of

Environmental Protection.

3.3. Artificial Intelligence in the field of public safety

Artificial intelligence systems are used in smart cities to monitor and ensure public safety.
For example, video surveillance systems equipped with artificial Intelligence can identify
suspicious behavior, detect incidents, and alert security services. Camera surveillance
technology itself has been used for a long time, but combining it with artificial intelligence
algorithms leads to new possibilities.

The scope of application of technology using artificial Intelligence in the everyday life of
residents is most widely used, in a negative sense, in China. China actively uses technologies
to track people's behavior. The analysis system creates reports about people who cross the street
in the wrong place, who did not pay for a ticket, or about which part of the city riots began.
The Chinese system provides penalties for people's inappropriate behavior. For example,
a resident may be deprived of the right to start studies, the right to park his car, or the right to
travel.

An example is the recognition and arrest of a criminal hiding in the crowd during a beer
festival or being one of 60,000 guests at a concert in China. Due to their advantages,
these systems are used in authoritarian and democratic countries. There are reports of their use
in the United States, Germany, and Wales (Greser, 2022). It should be mentioned that
technology based on artificial Intelligence is not limited to collecting facial images. It is also
capable of managing other biometric data. These also include how you walk, the type of
articulation, and the timbre of your voice. This also allows, for example, the identification of
participants in telephone conversations in real-time. An ocean of emotional states is also
possible. Such possibilities provide a wide range of side effects. They may be the basis for

various discrimination - for example, people with a different skin color or gender.
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In Poland, there are currently no systems in use that are being implemented to serve
residents, making their everyday lives easier. An example is the city of Bydgoszcz, where the
Dbamy o Bydgoszcz (DoB) application is available. The application is a tool thanks to which
residents can report information about irregularities in the city and send suggestions regarding,
among others, identifying architectural barriers for disabled people, illegal landfills, barriers to
moving around the city on foot or by bike, improving the quality of life in the city.
The implemented system comprises the website dobremy.bydgoszcz.pl and mobile
applications. Thanks to DoB, city services can quickly and accurately take appropriate actions
to solve the reported problem. Gotacz uses video monitoring, consisting of over 40 cameras
throughout the city and the commune, operating 24 hours a day, seven days a week.
This monitoring is being gradually expanded, and the appearance of cameras in public places
that were not under its supervision has had a very positive impact on the residents' sense of
security, reduced the number of crimes, and has often helped identify perpetrators of crimes,

including those from outside the commune.

3.4. The Use of Artificial Intelligence in waste and natural resources management

Artificial Intelligence can have broad applications in waste and natural resource
management and can be used to monitor, predict, and solve environmental problems.

Al can analyze waste generation data in different parts of the city, helping to optimize
garbage collection routes and schedules. This can lead to reduced exhaust emissions from
garbage vehicles and increased efficiency of the entire system. Advanced Al systems using
image recognition can be used to automatically sort waste, which increases recycling efficiency
and helps reduce waste going to landfills. Al can analyze water consumption patterns, predict
demand, and identify leaks, allowing for more efficient water management and reduced waste.

The primary example of using artificial intelligence systems in environmental protection is
Al solutions to monitor and improve Poland's natural environment constantly. They can analyze
satellite data and process images, enabling monitoring of environmental changes, such as the
development of city changes in water reservoirs or forest areas. Currently, there is an extensive
ecological information system. They are included in various systems and databases, which are
not necessarily interoperable but constitute a specific resource that artificial intelligence
systems can use. There is a common concept of geoinformation to describe data presentation
about objects in the surroundings, such as land development and utilities, using tools designed
for this purpose. Sets of information about space can be divided into those whose creation is
required by law and those created on their initiative by various institutions and individuals to
achieve their goals. The potential possibilities of using geoinformation are determined by its
subject scope, which is, by its very nature, very broad.

The city of Krakow prides itself on implementing intelligent solutions in urban space that
directly improve the lives of residents. The concept of sustainable development and respect for
the natural environment guides all activities. The latest investment of Krakowski Holding
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Komunalny SA is the Thermal Waste Processing Plant. Currently, the Eco-combustion plant
produces 65,000. MWH of electricity and 270 MWh of heat energy. Photovoltaic modules with

a capacity of 60 kilowatts were installed on the roofs and facade of the Eco-incineration plant.

3.5. Services for Residents

A. Koriek and Joseph Stiglitz (Korinek 2019) distinguish two models of society's
development in terms of access to information technology and, in the current reality, to artificial
Intelligence. First, the wealthiest people will have access to the latest technology that will
improve them and allow them to achieve superhuman Intelligence. Those unable to purchase
the latest technology will be forced to rely on the public offering. Unfortunately, as the pace of
innovation increases, the gap between best and public technology will increase. Enhanced
humans through technology will be considered a better, separate species of Al humans.
Secondly, the poorer part of the population will be marginalized and subordinated. Importantly,
it will lose the fight for limited goods with artificial Intelligence - for example, it will lose the
fight for electricity. In the second scenario, a world will be created for machines that will be
wholly separated from humanity. The world will be created by machines, for machines. People
in the second model will not be needed for this world to function.

It is assumed that a smart city is a city that not only uses intelligent technologies to generate
sustainable economic growth and improve the quality of life of its inhabitants but also involves
creating and using relationships and connections between human and social capital.
A smart city is a set of interconnected sensors or technologies and a place where people should
play the most crucial role. Smart cities are cities that should provide more space for citizens.
A wide range of technology using artificial Intelligence means that smart technologies are
becoming an essential part of the everyday life of city residents.

For example, Bydgoszcz introduced the Bydgoszcz Tourist Card and the Mobile Guide.
Thanks to the Bydgoszcz Tourist Card, users receive several free services and attractive
discounts in gastronomic, cultural, and entertainment facilities. Bydgoszcz - a mobile guide
(since July 2015) helps tourists get to know the town on the Brda River. It provides information
on current cultural and sports events (calendar of events) and encourages you to discover the
city's secrets. Thanks to the city games included in the application, sightseeing can become
even more interesting and exciting. Using the "tourist routes" module, guests can consciously
explore both the Old Town and Srédmiescie areas and plan a bicycle trip. Residents of the city
of Bydgoszcz have also been equipped with the Dbamy o Bydgoszcz (DoB) application, which
is a tool thanks to which residents can report information about irregularities, illegal landfills,

barriers to moving around the city on foot or by bike, and improve the quality of life in the city?.

2 Based on: https://www.nist.gov.pl/rozwiazania-w-zakresie-smart-city-w-polsce
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3.6. Spatial planning and urban development

Artificial Intelligence (AI) has enormous potential in spatial planning and urban
development, offering new tools and methods to create more efficient, sustainable, and citizen-
friendly cities.

Al can analyze data from various sources such as sensors, cameras, geospatial data,
and social media to understand traffic patterns, resident preferences, and the use of urban space.
This allows for better infrastructure planning, such as roads, parks, and residential and
commercial areas. Using Al, it is possible to create advanced simulation models to predict the
impact of various development strategies on the city. This allows for assessing the potential
effects of urban plans before their implementation. Al can help manage urban resources such
as water, energy, and waste more effectively by optimizing their distribution and consumption
based on residents' needs and behavior.

The city of £.6dzZ has implemented an application constituting a compendium of knowledge
about the city's current spatial policy. The application always presents an up-to-date, uniform
mosaic of local plan provisions. It also allows instant access to a preview extract and outline

for a selected area.

4. Conclusions

The Smart Cities concept is becoming increasingly popular and essential in the operations
of cities worldwide. The role of artificial Intelligence in shaping smart cities is comprehensive
and dynamic. As Al technology evolves, new opportunities are opening up for more innovative,
safer, and sustainable urban life. This article presented various Al applications, from traffic
optimization and resource management to improving public safety and citizen health. However,
it is equally important to recognize and address the challenges of implementing these
technologies, including ethical, privacy, and data security issues.

The conclusions from our study emphasize that the success of smart cities depends not only
on technological advancement but also on a responsible and sustainable approach to the use of
Al Policymakers, city planners and other stakeholders must work together to ensure that these
technologies are implemented to serve all residents while maintaining their rights and privacy.

The future of smart cities with Al seems promising but requires continuous dialogue,
research, and collaboration between disciplines and sectors. As we strive to build more
intelligent and integrated cities, we must remember these technologies' human dimensions and

put residents' well-being first.
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Therefore, the paper takes a step towards a deeper understanding and better exploitation of
the potential of Al in smart cities, encouraging further research and innovation in this exciting

and rapidly developing field.
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1.Introduction

The globalization of financial markets has contributed to the on an international scale to
undertake activities aimed at improving the process of creating and presenting information.
Unrestricted access for investors to reliable comprehensible and comprehensibly provided
material information relating to the issuer or financial instruments issued by it listed on
an organised market is the basis for a well-functioning financial market.

Reports published by companies listed on the Warsaw Stock Exchange are the main source
of information on the current condition and development prospects of companies. Therefore,
they should support rational investor decisions. Therefore, it is important to create appropriate
mechanisms and organizational solutions to increase the quality of published information.

Over the last decade, trust in reliable financial information has been significantly
undermined, which has largely led to a change in the EU's disclosure arrangements. Due to the
expectations of stakeholders, the scope of disclosures has been expanded. Additional disclosure
obligations have been imposed on companies related to, m.in disclosure of non-financial
information, including information on corporate governance, in particular information on
social, employee, environmental and business model issues.

The aim of the article is to present the disclosed non-financial information in the area of
employees on the example of the examined company and the strategy used by the management
to diagnose and remove the employee crisis. In order to achieve the adopted goal, a research
question was posed: what determines the increased turnover of employees. The article is
aresearch study. It presents a solution to a specific problem in the examined company. In order
to gain a deeper understanding of the main causes of employee turnover, a survey was
conducted among employees. The survey covered 1000 respondents.

The study is in line with the authors' scientific interests in reporting. The applied research
methods are based on the study of the literature in the field of study and the analysis of non-
financial reports in order to identify the reported employee issues in the examined company and

the conducted surveys in order to resolve the employee conflict.

2. CSR as a very important reporting area for stakeholders

"The principles of responsible business define how the company's relations with its
stakeholders (shareholders, contractors, customers, employees and directly and indirectly
related environment) should be structured. And entrepreneurs are not forced to incur
expenditures without obtaining real benefits in return, which would be visible on the company's

balance sheet. It is simply about companies being guided by CSR ideas to create a better image
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of their brands, offer customers higher quality goods and services, and offer honest relations
and settlements to contractors and employees. Corporate social responsibility, or CSR, is not
just philanthropy, contrary to what many entrepreneurs believe. It is primarily an activity that
is supposed to bring profits to the company. It's just that with respect for the whole
environment” (Horodecki, 2015). The literature on the subject is increasingly describing
corporate governance issues and employee problems.

The concept of corporate governance: "corporate governance", "corporate governance',
"control in a corporation" Dunlop et al. (Dunlop, 1998; Szajkowski, 2005; Fijatkowska,
Krasodomska, Macuda, Mucko, 2109; Aras, Crowdher, 2106; Bek-Gaik, 2015; Czubala, 2019;
SnieZek, 2016; Chiapek, Krajewska, Jonas, 2018; Eccles, Serafeim, Krzus, 2011).
The term corporate governance is used interchangeably with the term corporate governance.
The word governance derives from the Latin gubernare, and as a noun it comes from the English
verb govern, which means "to govern, lead, control" (Jezak, 2010). Good (proper) corporate
governance is intended to improve the decision-making process and the effective allocation of
power exercised by executives, managers and supervisory board members. It should facilitate
effective tracking of results, thereby fostering more efficient use of resources by companies
(Mesjasz, 2010).

The concept of corporate governance has evolved over the years, moving from an approach
based mainly on agency theory to an approach that also takes into account other interest groups,
including the external environment. And so, A. Berle and G. Means, in their definition,
emphasize the role of both internal and external mechanisms in mitigating conflicts between
the principal and the agent.

K. Keasey and M. Wright emphasize the roots of corporate governance already in ancient
times (Keasey, Wright, 1997). According to the authors, Homer in the Odyssey already
described the problems associated with the separation of property from control.

However, the issue of corporate governance became a real subject of interest much later.
Since the beginning of the 1990s, the international debate on the application of corporate
governance mechanisms has intensified. In particular, institutions such as the European Union,
the World Bank, the OECD, as well as governments and institutions related to financial markets
were involved in it (Jezak, 2010).

Taking into account the social responsibility and the purpose of the company's operations,
the following models of supervision have been distinguished in the literature on the subject:

e financial model (model ofhareholders),

e social model (Model Stakeholders).

In the financial model, the primary goal of a company's operations is, according to the
agency's theory, to maximize value for the owners of capital — shareholders. This is related to
the expectation of specific behaviors from the management that will appropriately shape the
company's business results (Freeman,1983). Therefore, the Management Board undertakes

such actions that bring quick positive effects as shown in the periodic reports submitted by the
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company. The capital market is the main mechanism of control and supervision over the
company's operations in this model. In contrast to the financial model, in the social model the
company is seen as a joint venture and its purpose is to meet the needs of all parties involved.
The model of supervision associated with this approach is based on the participation of

representatives of various interest groups in the supervisory board (Kotadkiewicz, 2000).

3. CSR and material issues of non-financial reporting

The obligation to report non-financial applies to large public-interest entities that meet the
following criteria:- average annual employment of more than 500 people and- balance sheet
total of more than EUR 20 million or net turnover of more than EUR 40 million.

Prior to the entry into force of Directive 2014/95/EU, few Polish companies voluntarily
published reports on their CSR (Corporate Social Responsibility) policy (Samborski, 2011).

It enables reporting according to the rules chosen by the companies. As part of the new
obligations, the company will provide a concise description of the business model, a description
of the policies pursued in relation to the issues already mentioned and a description of the results
of these policies, non-financial key performance indicators, and a description of the risk and
how to manage risk in non-financial matters.

Table 2 presents the scope of disclosures included in the management report and the

statement on non-financial information based on the provisions of the Accounting Act.

Table 1.
Disclosures in the management report and non-financial statement

Information contained in the non-financial
statement

The information contained in the management
report

— events significantly affecting the entity's
operations in the financial year and after its end,
until the date of approval of the financial
statements

— anticipated development of the unit

— major R&D achievements

— current and projected financial situation

— own shares

— branches owned by the entity

— financial instruments

— a concise description of the entity's business model

— key non-financial performance indicators related to
the entity's operations

— a description of the policies applied by the entity in
relation to social, employee, environmental, respect
for human rights, anti-corruption and a description
of the results of the policies applied

— a description of the due diligence procedures

— a description of material risks related to the entity's
operations

Source: Author's own elaboration based on Blazynska, 2018, p. 13.

In principle, the content of both types of reports — the one prepared by companies voluntarily
and the report imposed by the directive — is similar.

While entities are required to disclose information on matters of key importance to them,
while requiring some flexibility in choosing matters relevant to their business, FEE!! believes

that efforts should be made to ensure the highest possible level of consistency in the information
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disclosed and the implementation of EU rules in Europe. However, flexibility and consistency
cannot always be reconciled. Therefore, it could be a good idea to create a single set of KPIs
that would be used by all units.

Better access to information, including non-financial information, means easier, faster and
more reliable analyses for investors, i.e. a higher level of comfort in making investment

decisions, which may reduce the cost of raising capital.

4. Employee-related disclosures in the audited company

The audited company is an industrial and commercial establishment and an employer in
Pomerania and employs over 1000 people. Its business and activities interfere directly or
indirectly in the lives of almost all inhabitants of the region. In the long run, the company needs
talented, educated and loyal employees to run its business. The job is demanding,
and employees have to meet many more than just health requirements. The company strives to
appreciate motivated employees by offering a wide range of financial and non-financial
benefits, often exceeding the framework of statutory provisions. The company also places great
emphasis on remunerating its employees fairly. The remuneration system is regulated
individually for different jobs. Of course, the quantity and quality of the work performed are
also taken into account when remunerating. Work continues on the unification and
standardization of the remuneration system for all positions in the company. The company
applies the principle of direct dependence on performance in combination with the achievement
of individual and group goals. The Company's long-term goal is to ensure the safety and health
of its employees as much as possible. Wages in the Company are determined either on the basis
of the salary scale or, in the case of selected positions, employees are paid on an individual
basis. The basic factors determining the amount of remuneration are, first of all, the employee's
performance, the results achieved by the employee himself and the entire company (EBITDA).
In terms of salaries, men and women have the same conditions. As part of improving
cooperation and cooperation, employees are also involved in pro-social actions, i.e. collections
for shelters, children in orphanages, cleaning the world or planting trees in city parks.
The company also invests in the development of its employees through an employee training
program, as well as equal opportunities and integration programs for employees.

In order to assess the company's compliance with the requirements for reporting non-
financial disclosures in accordance with the GRI* Standards, financial reports from the last four
years were examined. The employee area has been included in the reporting of employee issues
(Furmanska-Maruszak, Sudolska, 2017).

2 GRI 101: Foundation 2016, https://www.globalreporting.org, 23.09.2023.
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In the audited company, information on employee issues is presented in Table 3.

Table 3.
Scope of non-financial information on employee issues in the audited company
Indicator No. | Description of the indicator 2019 | 2020 | 2021 | 2022
G4-LA1 Total number and rates of employment and employee Yes | Yes | Yes | Yes
turnover by age group, gender and region
G4-LA6 Rates of injuries, occupational diseases, days lost and Yes | No Yes | No
absenteeism from work, and number of work-related
fatalities, by region and gender
G4-LA9 Average number of training hours per year per employee by | Yes | Yes | Yes | Yes
gender of the employment structure
G4-LA12 Composition of supervisory bodies and staff by category of | Yes | Yes | Yes | Yes
employees by gender, age, minority membership
G4-LA13 Ratio of men's basic salary to women's salary by position Yes | Yes | Yes | Yes

Source: Own elaboration based on data from reports.

Within four years, an entity generally applies a uniform set of non-financial information on
employee matters, which it discloses to the public. In two years (2022, 2020), it does not provide
information on occupational injuries and diseases, as well as absences from work and fatal
accidents. However, it always discloses information on the number of employees, salaries for
men and women, the composition of supervisory boards, and the hours of training conducted.

The information it presents is prepared in accordance with the GRI guidelines.

5. Employment dispute resolution — case study

Employee issues are very important for the proper functioning of any company. A properly
functioning team of employees contributes to the success of the company. At the time of
entering the market, the surveyed trader did not have a problem with competitiveness and staff,
so it was able to increase its turnover and strengthen its position on the market. All fluctuations
in the staff were constantly monitored by the company's management. Maintaining it at the
level of 6-9% was considered a safe fluctuation. In 2021, the number of employee departures
per 1000 employees was 248. The redundancy rate was therefore around 25%. This contributed
to a decrease in the company's turnover. In the first half of the following year, this figure rose
to 32%, of which only 12 employees retired. At that time, the company implemented actions to
identify and solve the problem. The aim of these activities was to return to turnover as well as
to retain and employ new qualified staff. The following actions have been taken to identify
current problems:

1. An exit interview was conducted,

2. Anonymous employee surveys were conducted,

3. An employee ideas program was launched.
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The first exit interview was about an employee who had given immediate notice.
The HR department interviewed the employee and invited him to a meeting after receiving
information from the HR department about the employee's decision to leave. The purpose of
the interview was to clarify the situation and make changes to the company's policy in order to
retain qualified employees.

The next step was to conduct an anonymous survey by the HR department. Employees could
identify more than one problem that affected the deterioration of their working conditions.

In an anonymous survey, employees responded to questions about the situation in the
workplace. The result of the survey clearly indicated that the relationship with the supervisor
of the Production Department is assessed negatively. According to the respondents,
the Production Director is a person who causes conflicts at work and hinders the work of not
only directly subordinate employees, but also other departments of the company. The problem
is the lack of direct supervisors responsible for individual projects. All decisions are made
directly by the Production Director.

The satisfaction survey indicated that several areas of the company's operation require
improvement. The department that needs to be changed is primarily the Production Department,
and in particular the resolution of the conflict with the Production Director. An in-depth analysis
also showed that there is a lack of precisely defined competences and the flow of information
between the management and other employees is limited, which results in bottlenecks in
planning and production. The problem is a very complicated organizational chart, which makes
the delegation of work chaotic and unclear and makes it difficult to perform the duties entrusted
to it.

The problems indicated by employees cause the comfort and satisfaction of their daily work
to be disturbed and this contributes to excessive turnover.

In the employee ideas program, the employees employed in the company proposed to
improve the flow of information by updating the existing procedures, transparent division of
competences and subordination. Among the submitted proposals to increase engagement,
employees proposed the introduction of incentive allowances in the form of cinema and gym
memberships and the introduction of integration events, e.g. a family picnic. There were
proposals to change the Production Director. There have been proposals to promote
an employee among the Managers who enjoys great respect among the staff due to his
competence, professionalism and approach to co-workers. Problems reported by employees are

shown in Figure 1.
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34,50%
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‘ . B Motivation system
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Figure 1. Problems reported by employees.

Source: Own analysis based on surveys.

According to a survey conducted for employees, the main problem in the workplace is the

lack of job satisfaction and comfort in the workplace, as well as the lack of adjustment of

salaries to the responsibilities of the position held. Such a problem was indicated by 97% of

employees. Almost the same number, i.e. 96%, pointed to a bad transfer of information

regarding the duties performed.

Table 4.
Problems identified by employees in surveys
Problems reported by employees Number of employees
Comfort and satisfaction 977
Motivation system 766
Transmission of information 968
Organization Chart 545
Lack of matching salaries to competences 976
Governance 345

Source: Own analysis based on surveys.

After such diagnostic activities, radical corrective actions were carried out in the examined

company. As part of these activities, the following actions were taken:

1.

The employment relationship with the Production Manager was terminated due to the
inability to resolve the conflict between the manager and the employees,

Creating a new recruitment and employment procedure adapted to the number of
implemented projects,

Internal recruitment for the position of Production Manager,

Transformation and simplification of the organizational structure,

Taking action to reduce employment fluctuation by changing the remuneration method
and introducing an incentive system,

Concentration of production on the most profitable projects,

Strict supervision of financial flows in the company and introduction of centres of

responsibility with the assignment of managers responsible for individual projects.
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6. Conclusion

The considerations carried out in the article are only a substitute for the problems
concerning employee issues occurring in business units, but it should be stated that they are
very important from the point of view of the interests of each enterprise. The aim of the article
was to present the disclosed non-financial information in the area of employees on the example
of the surveyed company. This goal was achieved through the analysis of non-financial reports
published by the business entity from 2019-2022.

The article also presents the strategy used by the management to diagnose and remove the
employee crisis. Planned and carried out corrective actions allowed for quick diagnosis and
determination of which areas in the company are not working properly.

The conflict between the Production Manager and the employees was diagnosed and
resolved by creating a new recruitment and employment procedure, the method of remuneration
was adjusted to retain valuable employees and attract new employees, the focus was on more
profitable tasks and the employees were motivated by giving them responsibility for the tasks
performed. All these activities strengthened relations between employees and contributed to the
development of new solutions. Thanks to the quick actions of the management board and the
implementation of corrective actions in the area of employees, this crisis has been resolved and

the company continues to strengthen its position on the market.
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1. Introduction

The European Union, striving to achieve ambitious sustainable development goals and
reduce the impact of human activity on the natural environment, is consistently developing its
approach to energy production and consumption®. One of the critical elements of this energy
transformation is increasing the share of energy from renewable sources, which brings many
potential benefits. Using power from renewable sources reduces greenhouse gas emissions,
increases energy security, and creates conditions for innovation and sustainable economic
growth. Energy from renewable sources is more environmentally friendly than traditional
energy sources. Its acquisition and use generate significantly fewer CO2 emissions and other
pollutants, which contributes to reducing climate change and improving air quality. In addition
to environmental factors, using renewable sources reduces dependence on external energy
sources and uncertain energy markets.

Gross final consumption of energy is defined in the Renewable Energy Directive
2009/28/EC (RED I) as energy goods supplied for energy purposes to industry, transport,
households, services (including the public), agriculture, forestry, and fisheries, including the
consumption of electricity and heat by the energy industry for the production of electricity and
heat and taking into account losses of electricity and heat in distribution and transmission.
The article presents the share of energy from renewable sources calculated for four indicators:
transport, heating and cooling, electricity, and the total percentage of renewable energy sources
based on data collected under Regulation (EC) No. 1099/2008 on energy statistics, which are
transmitted Eurostat by national administrations. This dataset includes an indicator for
monitoring progress towards the Europe 2020 renewable energy targets implemented under
Directive 2009/28/EC on the promotion of the use of energy from renewable sources (RED I)
and the Fit for 55 strategies under the Green Governance implemented by Directive (EU)
2018/2001 on the promotion of the use of energy from renewable sources (RED II).
The data analysis covers the years 2004-2021, divided into the four indicators mentioned above
in terms of changes in the share of energy from renewable sources in individual EU countries
in subsequent years, indicating the smallest and largest shares, specifying the period in which
they occurred and due to differences in percentages in over the years 2004-2021. Countries with
the most significant shares in energy from renewable sources and those with the most minor
shares compared to other countries were indicated. Based on the analysis, it is possible to

determine which countries can best implement European Union plans and directives.

2 https://www.europarl.europa.eu/news/pl/headlines/society/20180208STO97442/ograniczanie-emisji-gazow-
cieplarnianych-w-ue-krajowe-cele-na-2030-r
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2. Share of energy from renewable sources

The table below presents the percentage gross final energy consumption data regarding the

share of energy from renewable sources in European Union countries in 2004-2021.

Table 1.
Share of energy from renewable sources over the years 2004-2021

2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021
Austria 22,55 | 24,35 | 26,28 | 28,14 | 28,79 | 31,04 | 31,21 | 31,55 | 32,73 | 32,67 | 33,55 | 33,50 | 33,37 | 33,14 | 33,78 | 33,76 | 36,55 | 36,45
Belgium 1,92 | 2,33 | 2,66 | 3,14 | 3,61 | 475 | 6,00 | 6,30 | 7,09 | 7,67 | 8,04 | 8,06 | 8,74 | 9,14 | 9,47 | 9,93 | 13,00 | 13,01
Bulgaria 9,23 | 9,17 | 9,42 | 9,10 | 10,35 | 12,01 | 13,93 | 14,15 | 15,84 | 18,90 | 18,05 | 18,26 | 18,76 | 18,70 | 20,58 | 21,55 | 23,32 | 17,02
Croatia 23,40 | 23,69 | 22,67 | 22,16 | 21,99 | 23,60 | 25,10 | 25,39 | 26,76 | 28,04 | 27,82 | 28,97 | 28,27 | 27,28 | 28,05 | 28,47 | 31,02 | 31,33
Cyprus 3,07 | 3,13 | 326 | 400 | 513 | 592 | 6,16 | 6,225 | 7,11 | 843 | 9,14 | 990 | 9,83 [10,48 | 13,87 | 13,78 | 16,88 | 18,42
Czechia 6,77 | 7,11 | 7,36 | 7,90 | 8,67 | 9,98 | 10,51 [ 10,95 | 12,81 | 13,93 | 15,07 | 15,07 | 14,93 | 14,80 | 15,14 | 16,24 | 17,30 | 17,67
Denmark 14,84 | 15,96 | 16,33 | 17,75 | 18,54 | 19,95 | 21,89 | 23,39 | 25,47 | 27,17 | 29,31 | 30,47 | 31,72 | 34,39 | 35,16 | 37,02 | 31,68 | 34,72
Estonia 18,42 | 17,48 | 16,01 | 17,14 | 18,81 | 23,01 | 24,58 | 25,52 | 25,59 | 25,36 | 26,13 | 28,99 | 29,23 | 29,54 | 29,97 | 31,73 | 30,07 | 38,01
Finland 29,23 | 28,81 | 30,04 | 29,56 | 31,07 | 31,05 | 32,17 | 32,53 | 34,22 | 36,63 | 38,63 | 39,23 | 38,94 | 40,86 | 41,19 | 42,81 | 43,94 | 43,10

France 9,32 | 9,27 | 8,94 | 943 [ 11,19 | 12,22 | 12,67 | 10,81 | 13,24 | 13,88 | 14,36 | 14,80 | 15,45 | 15,85 | 16,38 | 17,17 | 19,11 | 19,34
Germany 6,21 | 7,17 | 8,47 | 10,04 | 10,07 | 10,85 | 11,67 | 12,47 | 13,55 | 13,76 | 14,38 | 14,90 | 14,89 | 15,47 | 16,66 | 17,27 | 19,09 | 19,17
Greece 7,16 | 7,28 | 7,46 | 8,25 | 8,18 | 8,73 | 10,08 | 11,15 | 13,74 | 15,33 | 15,68 | 15,69 | 15,39 | 17,30 | 18,00 | 19,63 | 21,75 | 21,93

Hungary 436 | 693 | 7,43 | 8,58 | 8,56 | 11,67 | 12,74 | 13,97 | 15,53 | 16,21 | 14,62 | 14,50 | 14,38 | 13,56 | 12,55 | 12,63 | 13,85 | 14,12
Ireland 238 | 2,82 | 3,07 | 3,50 | 398 | 524 | 576 | 6,61 | 7,03 | 7,52 | 8,52 | 9,08 | 9,19 [10,52 | 10,94 | 11,98 | 16,16 | 12,55
Italy 6,32 | 7,55 | 833 | 9,81 | 11,49 | 12,78 | 13,02 | 12,88 | 15,44 | 16,74 | 17,08 | 17,53 | 17,42 | 18,27 | 17,80 | 18,18 | 20,36 | 19,03
Latvia 32,79 | 32,26 | 31,14 | 29,62 | 29,81 | 34,32 | 30,38 | 33,48 | 35,71 | 37,04 | 38,63 | 37,54 | 37,14 | 39,01 | 40,02 | 40,93 | 42,13 | 42,11
Lithuania | 17,22 | 16,77 | 16,89 | 16,48 | 17,82 | 19,80 | 19,64 | 19,94 | 21,44 | 22,69 | 23,59 | 25,75 | 25,61 | 26,04 | 24,70 | 25,47 | 26,77 | 28,23
Luxembourg | 0,90 | 1,40 | 1,47 | 2,73 | 2,81 | 293 | 2,85 | 2,86 | 3,11 | 3,49 | 447 | 499 | 536 | 6,19 | 894 | 7,05 | 11,70 | 11,74
Malta 0,10 | 0,12 | 0,15 | 0,18 | 0,20 | 0,22 | 0,98 | 1,85 | 2,86 | 3,76 | 4,74 | 5,12 | 6,21 | 7,22 | 791 | 8,23 | 10,71 | 12,15
Netherlands | 2,03 | 2,48 | 2,78 | 3,30 | 3,60 | 4,27 | 3,92 | 4,52 | 4,66 | 4,69 | 542 | 571 | 5,85 | 6,51 | 7,39 | 8,89 | 14,00 | 13,00
Poland 6,88 | 6,87 | 686 | 6,90 | 7,69 | 8,68 | 9,28 [10,34 | 10,96 | 11,45 | 11,61 | 11,88 | 11,40 | 11,06 | 14,94 | 15,38 | 16,10 | 15,62
Portugal 19,21 | 19,52 | 20,79 | 21,91 | 22,93 | 24,41 | 24,15 | 24,60 | 24,57 | 25,70 | 29,51 | 30,51 | 30,86 | 30,61 | 30,20 | 30,62 | 33,98 | 33,98
Romania 16,81 | 17,57 | 17,10 | 18,20 | 20,20 | 22,16 | 22,83 | 21,74 | 22,83 | 23,89 | 24,85 | 24,79 | 25,03 | 24,45 | 23,88 | 24,29 | 24,48 | 23,60
Slovakia 6,39 | 6,36 | 6,58 | 7,77 | 7,72 | 9,37 | 9,10 | 10,35 10,45 [ 10,13 | 11,71 | 12,88 | 12,03 | 11,47 | 11,90 | 16,89 | 17,35 | 17,41
Slovenia 18,40 | 19,81 | 18,42 | 19,68 | 18,65 | 20,77 | 21,08 | 20,94 | 21,55 | 23,16 | 22,46 | 22,88 | 21,98 | 21,66 | 21,38 | 21,97 | 25,00 | 25,00
Spain 835 | 844 | 9,16 | 9,67 | 10,74 | 12,96 | 13,78 | 13,18 | 14,24 | 15,08 | 15,88 | 16,22 | 17,02 [ 17,12 | 17,02 | 17,85 | 21,22 | 20,73
Sweden 38,43 | 39,98 | 41,73 | 43,22 | 43,92 | 47,02 | 46,10 | 47,63 | 49,40 | 50,15 | 51,15 | 52,22 | 52,60 | 53,39 | 53,92 | 55,79 | 60,12 | 62,57

Source: https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Based on the data presented, the lowest and highest values of energy shares were

determined, as shown in Table 2.

Table 2.
Individual countries will give the highest and lowest value of shares of energy from renewable
sources over the years 2004-2021

The smallest value | Year of lowest value | The greatest value Year gsli?ate“ Difference
Austria 22,55 2004 36,55 2020 13,99
Belgium 1,92 2004 13,01 2021 11,10
Bulgaria 9,10 2007 23,32 2020 14,22
Croatia 21,99 2008 31,33 2021 9,34
Cyprus 3,07 2004 18,42 2021 15,35
Czechia 6,77 2004 17,67 2021 10,89
Denmark 14,84 2004 37,02 2019 22,18
Estonia 16,01 2006 38,01 2021 22,00
Finland 28,81 2005 43,94 2020 15,13
France 8,94 2006 19,34 2021 10,41
Germany 6,21 2004 19,17 2021 12,96
Greece 7,16 2004 21,93 2021 14,77
Hungary 4,36 2004 16,21 2013 11,84
Ireland 2,38 2004 16,16 2020 13,78
Italy 6,32 2004 20,36 2020 14,04
Latvia 29,62 2007 42,13 2020 12,52
Lithuania 16,48 2007 28,23 2021 11,75
Luxembourg 0,90 2004 11,74 2021 10,84
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Cont. table 2.

Malta 0,10 2004 12,15 2021 12,05
Netherlands 2,03 2004 14,00 2020 11,97
Poland 6,86 2006 16,10 2020 9,24
Portugal 19,21 2004 33,98 2021 14,78
Romania 16,81 2004 25,03 2016 8,22
Slovakia 6,36 2005 17,41 2021 11,05
Slovenia 18,40 2004 25,00 2021 6,60
Spain 8,35 2004 21,22 2020 12,88
Sweden 38,43 2004 62,57 2021 24,15

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Among the European Union member states, Malta had the smallest share of renewable

energy from renewable sources — 0,10% in 2004, while Sweden had the largest — 62,57% in

2021. In terms of the minor difference between the maximum and minimum share of energy
over the years 2004 -2021 was obtained by Slovenia — 6,60% (difference between 2004 and
2021), while Sweden received the highest value of the difference —24,15% (difference between
2004 and 2021). Below, in Table 3, each country's energy share is presented in 2019, 2020 and

2021 in descending order.

Table 3.

Presentation of the share of energy from renewable sources in 2019, 2020 and 2021 in

descending order

2019 2020 2021
Sweden 55,785 Sweden 60,124 Sweden 62,573
Finland 42,807 Finland 43,939 Finland 43,096
Latvia 40,929 Latvia 42,132 Latvia 42.107
Denmark 37,02 Austria 36,545 Estonia 38,01
Austria 33,755 Portugal 33,982 Austria 36,445
Estonia 31,73 Denmark 31,681 Denmark 34,718
Portugal 30,623 Croatia 31,023 Portugal 33,982
Croatia 28,466 Estonia 30,069 Croatia 31,329
Lithuania 25,474 Lithuania 26,773 Lithuania 28,23
Romania 24,29 Slovenia 25 Slovenia 25

Slovenia 21,968 Romania 24,478 Romania 23,596
Bulgaria 21,545 Bulgaria 23,319 Greece 21,928
Greece 19,633 Greece 21,749 Spain 20,729
Italy 18,181 Spain 21,22 France 19,342
Spain 17,852 Italy 20,359 Germany 19,168
Germany 17,266 France 19,109 Italy 19,034
France 17,174 Germany 19,09 Cyprus 18,419
Slovakia 16,894 Slovakia 17,345 Czechia 17,667
Czechia 16,239 Czechia 17,303 Slovakia 17,412
Poland 15,377 Cyprus 16,879 Bulgaria 17,015
Cyprus 13,777 Ireland 16,16 Poland 15,624
Hungary 12,634 Poland 16,102 Hungary 14,115
Ireland 11,979 Netherlands 13,999 Belgium 13,014
Belgium 9,929 Hungary 13,85 Netherlands 13,003
Netherlands 8,886 Belgium 13 Ireland 12,546
Malta 8,23 Luxembourg 11,699 Malta 12,154
Luxembourg 7,046 Malta 10,714 Luxembourg 11,735

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en
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In the last three years of the analyzed period, Sweden was in first place in share of energy
from renewable sources (55,785% - 2019, 60,12% - 2020, 62,57% - 2021), followed by Finland
(42,81% - 2019, 43,94 - 2020, 43,096% - 2021) and Latvia (40,93% - 2019, 42,13 - 2020,
42,11 - 2021). The following countries changed in the following places: Austria, Estonia,
Lithuania, Portugal, Croatia and Denmark. The countries with the lowest share in the last three
years of the analyzed period are Malta (8,23% - 2019, 107,71% - 2020, 12,15% - 2021) and
Luxembourg(7,05% - 2019, 11,699% - 2020, 11,735% - 2021). Analyzing the last year of
reported data, Sweden had the largest share in energy from renewable sources (62,57%), ahead
of Finland (43,10%) and Latvia (42,11%) by 19.48%. In comparison, the smallest share was
achieved by Luxembourg (11,735%), Malta (12,154%), and Ireland (12,546%). The average
share of European Union countries in energy from renewable sources in 2021 was 24,52%.
Only ten countries had an above-average share of energy from renewable sources, with Slovenia
having the most minor difference from the average - 25%. Below, Figure 1 presents the results
of the share of energy from renewable sources in EU countries last three years from the period

2004-2021.
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Figure 1. Presentation of the share of energy from renewable sources in EU countries in 2019, 2020 and
2021.

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Table 4 below shows the percentage change in the energy share in subsequent years
compared to the year immediately preceding. Data analysis shows that Belgium is the only
country that did not record any declines over 2004-2021 - the smallest increase was achieved
in 2021 (0,11%) compared to 2020. Bulgaria showed The most significant share decrease -
a decrease of 27,03% in 2021 compared to 2020. The most significant increase in the energy
share can be observed in the case of Malta in 2010 compared to 2009 - a rise of 342,99%, while
the smallest growth in the percentage change in the energy share was recorded by Finland in
2013 - an increase of 7,04%.
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Table 4.

Percentage change from year to year in the
countries over the years 2004-2021

share of energy from renewable sources in EU

2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | min | Max
Austria 8,0 79 | 71,1 23 | 7.8 0,5 1,1 37 102127 ]-02]-04|-07] 20 |-01 83 | -03 | -0,7 8,3
Belgium 21,3 | 143 | 18,1 | 150 | 31,4 | 265 | 50 [ 124 | 83 [ 48 | 03 [ 85 | 45 [ 3,7 | 48 [309 | 0.1 0,1 | 314
Bulgaria -0,6 26 | -34 | 13,7160 | 160 | 1,6 [ 11,9 | 193 | 45 | 12 | 2,7 | -03 | 10,1 | 47 82 |-27,0[-270| 19,3
Croatia 1,2 43 | -22 | -08 | 7.3 6,4 1,1 54 | 48 | 08 | 41 | -24 | -35 | 28 1,5 9,0 1,0 | 43 ] 9.0
Cyprus 2,0 42 [22,6 [ 282|154 | 41 1,4 1139 | 185 | 85 83 | -07 ] 66 | 324 -07]225] 91 | -07 | 324
Czechia 5,0 35 [ 72 199 |150] 54 41 (17,1 [ 87 [ 82 | 00 | -1,0 | -09 | 23 7,3 6,6 2,1 -1,0 | 17,1
Denmark 7,5 24 | 87 | 45 | 16 9,7 6,9 89 | 67 | 79 | 40 | 41 84 | 22 | 53 |-144] 96 |-144| 97
Estonia -5,1 | -84 70 | 98 | 223 | 68 38 103 (-09 ] 31 109 08 1,0 1,5 59 | -52 264 | -84 | 264
Finland -14 | 43 [ -16 | 51 | -0,1 3,6 1,1 52 [ 70 | 55 L5 [ -07 ] 49 | 08 3,9 26 | -19 | -19 | 7.0
France -0,5 | -3,6 | 55 | 187 | 92 3,7 |-147[224 | 48 [ 35 3,1 44 [ 26 [ 34 [ 48 [ 11,3 | 12 |-147] 224
Germany 15,5 | 18,1 | 18,6 | 03 | 7.7 75 6,9 8,7 1,5 | 45 36 | -0,1 | 39 | 77 36 | 10,6 | 04 | -0,1 | 18,6
Greece 1,6 25 [ 106 | 0,8 | 6,7 | 154 | 10,7 | 232 | 11,5 23 | 0,0 | -1,9 | 124 | 4,1 9,1 10,8 | 0,8 | -1,9 | 232
Hungary 588 | 72 | 154 ] -0,1 | 36,3 | 9,2 97 | 11,2 43 | -98 |-08 |-08|-57|-74 | 0,7 9,6 1,9 | -98 | 588
Ireland 18,7 | 89 | 138 | 138 | 31,8 | 9,8 148 | 64 | 7.0 | 132 ] 6,7 1,2 | 145 | 40 | 95 | 349 |-224 | -22,4 | 349
Italy 195 (103|178 | 172 [ 11,2 19 | -1,1 | 199 | 84 | 20 | 26 | -0,6 | 49 | -2,6 | 22 | 12,0 | -6,5 | -6,5 | 199
Latvia -1,6 | 35491 07 | 151 | -11,5 1102 | 6,7 | 3,7 | 43 | -28 [ -1,1 | 50 | 2,6 | 23 29 | 0,1 [-11,5] 15,1
Lithuania 26 | 07 | 24| 81 | 11,1 ] -08 1,5 75 | 58 | 40 | 91 | -05 | 1,7 | -52 | 32 5,1 54 | -52 | 11,1
Luxembourg | 56,0 | 48 | 855 | 3,1 | 43 | -27 | 0.1 90 | 12,3 | 280 | 11,5 | 7.6 | 155 | 444 |-212] 66,0 | 03 |-21,2| 855
Malta 20,6 | 21,1 | 18,8 | 10,2 | 13,3 | 343,0 | 89,0 | 54,7 | 314 [ 262 | 79 [ 213 | 163 | 9,6 | 40 | 302 | 134 | 4,0 |343,0
Netherlands | 22,1 | 12,1 | 18,7 | 9,0 [ 186 | -82 | 155 | 3,0 [ 0,7 | 154 | 55 | 23 | 11,3 | 13,6 | 202 | 57,5 | -7,1 | -82 | 57,5
Poland -02 1-01 ] 06 | 11,3129 | 70 | 114 | 6,0 | 45 13 [ 24 [ 41 ]-30([351] 30 47 | -30 | 41 | 351
Portugal 1,7 65 | 54 | 47 | 64 | -1.0 1,9 | -0,1 | 46 | 148 | 34 1,1 |08 ]-13]| 14 |11,0] 00 | -1,3 | 148
Romania 4,5 27 | 64 [ 11,0 | 97 3.1 -48 | 50 | 46 | 40 [ 02 | 1,0 [ -23 | -24 | 1,7 08 | -36 | 48 | 11,0
Slovakia -0,5 35 | 180 -0,6 | 213 | -29 | 13,7 | 1,0 | -3,1 | 156 | 10,0 | -6,6 | -47 | 3,8 | 42,0 | 27 04 | -6,6 | 42,0
Slovenia 7,7 70 | 68 [ -52 [ 114 15 [ -07 29 [ 75 ([-30] 19 |-40|-14|-13 ] 28 | 138 ] 00 | -7.0 | 13,8
Spain 1,2 84 | 56 | 11,1 | 20,6 | 64 | -44 | 81 59 [ 53 [ 22 |49 | 06 | 06 | 49 [ 189 | -23 | 44 | 20,6
Sweden 4,0 44 | 3,6 1,6 [ 7,1 | 20 | 33 3,7 1,5 | 20 | 21 0,7 1,5 1,0 | 35 7.8 41 120 ] 78

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

3. Share of energy from renewable sources in transport

The table below presents the percentage gross final energy consumption data regarding the

allocation of energy from renewable sources in transport in European Union countries in 2004-

2021.
Table 5.
Share of energy from renewable sources in transport over the years 2004-2021
2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021
Austria 4,53 [ 507 | 7,53 | 8,24 | 9,56 [ 11,18 ] 10,71 | 10,08 | 10,03 | 9,70 | 10,98 | 11,41 | 10,58 | 9,70 | 9,93 | 10,05 | 10,28 | 9,36
Belgium 0,64 | 0,66 | 0,68 | 0,67 | 0,71 | 2,19 | 480 | 480 | 491 | 509 | 585 | 392 | 6,03 | 6,64 | 6,71 | 6,82 [11,04] 10,26
Bulgaria 097 1 0,88 | 1,05 | 096 | 094 [ 1,09 | 1,50 | 0,90 | 0,65 | 5,89 | 5,74 | 6,49 | 7,20 | 7,27 | 8,08 | 7,89 | 9,10 | 7,61
Croatia 1,00 | 1,03 | 1,01 1,12 ] 1,07 | 1,29 | 1,12 [ 1,03 | 1,05 | 2,72 | 2,65 | 2,36 | 1,22 | 1,17 | 2,58 | 5,86 | 6,59 [ 6,98
Cyprus 0,00 | 0,00 | 0,00 | 0,00 { 1,92 [ 2,04 | 1,99 | 0,00 | 0,00 | 1,13 | 2,68 | 2,52 | 2,67 | 2,56 | 2,66 | 3,32 | 7,40 | 7,19
Czechia 1,20 | 1,10 | 1,07 [ 1,05 | 2,84 | 431 | 522 | 1,29 | 6,25 | 6,45 | 7,00 | 6,54 | 6,50 | 6,62 | 6,56 | 7.84 | 9,38 | 7,49
Denmark 045 1044 |1 052 | 0,54 | 0,54 | 0,69 | 1,15 | 3,61 | 6,28 | 6,46 | 6,56 | 6,43 | 6,73 | 694 | 692 | 7,11 [ 9,70 | 10,55
Estonia 0,20 | 024 | 0,18 | 0,17 | 0,19 | 0,44 | 043 | 045 | 045 | 045 | 042 | 041 | 043 | 042 | 3,32 | 6,24 | 12,17 | 11,24
Finland 1,01 { 091 ] 096 | 1,03 | 291 | 456 | 439 | 1,00 | 1,05 | 10,67 | 24,12 | 24,57 | 8,82 | 18,68 | 14,77 | 14,85 | 14,31 | 20,51
France 0,78 1 0,78 | 0,79 | 0,83 | 6,25 [ 6,65 | 6,58 | 0,99 | 7,41 | 7,60 | 825 | 837 | 841 | 877 | 896 | 9,25 | 9,21 | 821
Germany 2,14 | 395 | 6,70 | 7,53 | 6,32 | 5,88 | 6,41 | 6,46 | 7,32 | 7,30 | 6,90 | 6,57 | 7,01 | 7,03 | 7,94 | 7,63 [ 10,01 | 7,97
Greece 0,09 1 0,06 | 0,74 | 1,27 | 1,06 [ 1,10 | 1,92 | 0,60 | 0,90 | 0,98 | 1,33 | 1,10 | 1,62 | 4,00 | 4,11 | 405 | 5,34 | 431
Hungary 1,02 | 1,01 1,22 | 1,63 | 5,18 | 589 | 6,16 | 6,17 | 6,00 | 6,34 | 7,00 | 7,17 | 7,77 | 7,73 | 7,75 | 8,06 | 11,57 | 6,16
Ireland 0,04 | 0,08 | 0,10 [ 0,50 | 1,31 | 1,96 | 2,49 | 3,84 | 404 | 490 | 520 | 594 | 5,16 | 744 | 7,19 | 8,92 [ 10,19 | 430
Italy 1,21 1,05 | 1,00 | 0,96 | 2,62 | 4,00 | 492 | 506 | 6,16 | 541 | 5,02 | 6,51 | 741 | 648 | 7,66 | 9,05 [ 10,74 | 10,00
Latvia 2,14 |1 2,39 | 2,17 | 1,67 | 1,69 | 1,89 | 3,98 | 4,09 | 4,00 | 403 | 408 | 3,64 | 245 | 227 | 473 | 455 | 6,73 | 6,44
Lithuania 045 1 0,66 | 1,91 | 3,82 | 432 | 448 | 3,79 | 383 | 497 | 484 | 436 | 458 | 3,65 | 430 | 433 | 405 | 551 | 6,46
Luxembourg | 0,14 | 0,16 | 0,19 | 2,20 | 2,17 [ 2,23 | 2,09 | 2,36 | 2,83 | 4,07 [ 555 | 6,70 | 597 | 648 | 6,60 | 7,71 | 12,58 | 7,96
Malta 0,00 | 0,00 | 0,00 [ 0,00 | 0,00 | 0,00 | 0,00 | 2,02 | 3,22 | 3,48 | 4,67 | 468 | 527 | 6,83 | 802 | 8,90 | 10,59 | 10,58
Netherlands | 0,52 | 0,50 | 0,85 | 3,18 | 2,98 | 4,57 | 3,40 | 5,07 | 522 | 534 | 6,56 | 5,60 | 4,76 | 5,84 | 9,48 | 12,33 | 12,63 | 8,99
Poland 1,58 | 1,75 | 1,82 | 1,75 | 4,14 | 541 | 6,64 | 692 | 6,53 | 6,67 | 632 | 569 | 397 | 423 | 572 | 6,20 | 6,58 | 5,67
Portugal 042 |1 045 | 1,63 | 243 | 2,52 | 3,89 | 555 | 0,70 | 0,81 | 0,93 | 3,67 | 743 | 7,65 | 791 | 9,04 [ 9,09 | 9,70 | 8,61
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Romania 1,82 1,87 1,54 1,64 1,35 1,30 1,37 5,54 | 496 | 545 4,68 | 5,49 6,17 6,56 | 6,34 | 7.85 8,54 | 7,67

Slovakia 1,50 1,66 | 3,30 | 399 | 428 | 536 | 529 | 5,73 | 5,60 | 6,21 795 | 8,63 | 7,77 | 6,95 | 6,99 | 8,31 9,26 | 8,75

Slovenia 0,85 | 0,83 1,06 1,47 1,77 | 2,25 3,12 2,48 3,25 3,77 | 2,88 | 2,24 1,60 | 2,57 548 | 7,98 | 10,91 | 10,64
Spain 1,04 1,27 | 0,84 1,38 | 2,17 | 3,71 5,02 | 0,77 | 0,87 0,95 1,02 1,09 5,17 5,80 | 6,94 | 7,61 9,53 9,19
Sweden 6,29 | 6,60 | 7,51 8,42 | 8,69 | 9,36 | 9,63 | 11,94 | 13,78 | 15,32 | 18,83 | 21,49 | 26,56 | 26,84 | 29,70 | 30,31 | 31,85 | 30,43

Source: https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Table 6.
The largest and smallest share of energy from renewable sources in transport over the years
2004-2021

The smallest value Year of lowest The greatest value Year of greatest Difference
value value

Austria 4,53 2004 11,41 2015 6,88
Belgium 0,64 2004 11,04 2020 10,39
Bulgaria 0,65 2004 9,10 2020 8,45
Croatia 1,00 2004 6,98 2021 5,99
Cyprus 0,00 2004 7,40 2020 7,40
Czechia 1,05 2007 9,38 2020 8,34
Denmark 0,44 2005 10,55 2021 10,10
Estonia 0,17 2007 12,17 2020 12,00
Finland 0,91 2005 24.57 2021 23,66
France 0,78 2004 9,25 2019 8,47
Germany 2,14 2004 10,01 2020 7,87
Greece 0,06 2005 5,34 2020 5,28
Hungary 1,01 2005 11,57 2020 10,57
Ireland 0,04 2004 10,19 2020 10,14
Italy 0,96 2007 10,74 2020 9,77
Latvia 1,67 2007 6,73 2020 5,07
Lithuania 0,45 2004 6,46 2021 6,02
Luxembourg 0,14 2004 12,58 2020 12,44
Malta 0,00 2004-2010 10,59 2020 10,59
Netherlands 0,50 2005 12,63 2020 12,13
Poland 1,58 2004 6,92 2011 5,34
Portugal 0,42 2004 9,70 2020 9,28
Romania 1,30 2009 8,54 2020 7,24
Slovakia 1,50 2004 9,26 2020 7,76
Slovenia 0,83 2005 10,91 2020 10,08
Spain 0,77 2011 9,53 2020 8,76
Sweden 6,29 2004 31,85 2020 25,57

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Among the European Union member states, Malta had the smallest share of energy from
renewable sources in transport - until 2010, the value shown was 0.00, while Sweden had the
most significant — 31,85% in 2020. In terms of the minor difference obtained between the
maximum and minimum energy share over the years 2004-2021 was achieved by Latvia —
5,07% (difference between 2007 and 2020), while Sweden achieved the highest value of the
energy share difference — 25,57% (difference between 2004 and 2020). Below, in Table 7, each

country's share of energy in transport is presented in 2019, 2020 and 2021 in descending order.
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Table 7.
Presentation of the share of energy from renewable sources in transport in 2019, 2020 and
2021 in descending order

2019 2020 2021
Sweden 30,309 Sweden 31,854 Sweden 30,426
Finland 14,845 Finland 14,31 Finland 20,512
Netherlands 12,326 Netherlands 12,631 Estonia 11,236
Austria 10,051 Luxembourg 12,581 Slovenia 10,641
France 9,248 Estonia 12,165 Malta 10,58
Portugal 9,089 Hungary 11,571 Denmark 10,546
Italy 9,047 Belgium 11,035 Belgium 10,262
Ireland 8,917 Slovenia 10,911 Italy 10,001
Malta 8,902 Italy 10,736 Austria 9,355
Slovakia 8,308 Malta 10,586 Spain 9,194
Hungary 8,057 Austria 10,283 Netherlands 8,991
Slovenia 7,983 Ireland 10,187 Slovakia 8,753
Bulgaria 7,893 Germany 10,008 Portugal 8,609
Romania 7,846 Denmark 9,701 France 8,209
Czechia 7,841 Portugal 9,701 Germany 7,972
Luxembourg 7,707 Spain 9,528 Luxembourg 7,962
Germany 7,63 Czechia 9,383 Romania 7,669
Spain 7,61 Slovakia 9,259 Bulgaria 7,613
Denmark 7,11 France 9,207 Czechia 7,492
Belgium 6,817 Bulgaria 9,101 Cyprus 7,188
Estonia 6,243 Romania 8,54 Croatia 6,983
Poland 6,2 Cyprus 7,401 Lithuania 6,462
Croatia 5,855 Latvia 6,733 Latvia 6,436
Latvia 4,554 Croatia 6,593 Hungary 6,159
Lithuania 4,049 Poland 6,575 Poland 5,665
Greece 4,049 Lithuania 5,511 Greece 4,31
Cyprus 3,316 Greece 5,341 Ireland 4,296

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

In the last three years of the analyzed period, Sweden was in first place (30,31% — 2019,
31,85% — 2020, 30,43% — 2021), followed by Finlandia (14,85% — 2019, 14,31% — 2020,
20,51% — 2021). The Netherlands was third in terms of energy from renewable sources in
transport in 2019 (12,326%) and 2020 (12,631%). In 2021 on the third places was Estonia —
11,236%. Particular attention should be paid to the fact that Luxembourg was fourth in 2020
(12,58%), and Malta was fifth in 2021 (10,58%), i.e. countries that were last in the overall share
of energy in those years. The countries with the lowest share in the last three years of the
analyzed period are: Lithuania (4,05%), Greece (4,05%) and Cyprus (3,32%) in 2019, Poland
(6,58%), Lithuania (5,51%) and Greece (5,34%) in 2020, Poland (5,67%), Greece (4,31%) and
Ireland (4,23%) in 2021. Focusing on the last year reported data (2021), Sweden had the largest
share in energy from renewable sources (30,43%), ahead of Finland (20,51%) by 9,91 % and
Estonia by 19,19% (share 11,24%), while the smallest share was obtained by Ireland (4,30%),
Greece (4,31%) and Poland (5,67%). The average percentage of European Union countries in
energy from renewable sources in 2021 was 9,39%. Only ten countries have an above-average

share of energy from renewable sources, with Italy having the most minor difference from the


https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Analysis of the share of energy... 107

average — 10%. Below, Figure 2 presents the results of the share of energy from renewable
sources in transport of EU countries last three years from the period 2004-2021.
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Figure 2. Presentation of the percentage share of energy from renewable sources in transport of EU
countries last three years from the period 2004-2021.

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Table 8 below shows the percentage change in the share of energy from renewable sources
in transport in subsequent years compared to the year immediately preceding. Malta and Cyprus
are the critical points of concern. In the years 2004-2010, Malta's share of energy from
renewable sources in transport was 0.00 in statistical reports, but in the following years, there
were increases in the percentage of energy from year to year until 2020 - in 2021, there was
a decrease of 0,06% compared to 2020. In turn, Malta has a 0,00 share of energy in the tables
in the years 2004-2007 and 2011-2012, which, when determining percentage changes, resulted
in a 100,00% decrease in the percentage change in 2011, defined to the immediately preceding
year. Data analysis on the maximum percentage change shows that Greece achieved an increase
of 1145,76% in 2006 compared to 2005, while Sweden achieved the most minor growth —
24,01% in 2011 compared to 2010.

Table 8.

Percentage change from year to year in the share of energy from renewable sources in the
transport of EU countries over the years 2004-2021

2005 | 2006 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | Min Max

Austria 11,9 48,6 9.4 16,0 16,9 -4,2 -5.9 -0,5 -3,3 13,3 3.9 <72 -8,3 2,3 1,2 2,3 -9,0 -9,0 48,6
Belgium 3.3 2,0 -0,7 6,1 207,6 | 1192 0,0 2.3 3.5 149 | -32,9 | 53.8 10,1 1,1 1,6 61,9 | -7.0 | -32,9 | 207.,6
Bulgaria -9,0 18,7 -8,9 -1,9 164 | 372 [ -40,1 | -27,6 | 8055 | -2.4 13,1 11,0 1,0 11,0 -2,3 153 | -16,3 | -40,1 805,5
Croatia 3,0 -2,0 11,5 -4,4 204 | -13,0 -84 1,9 1588 | -23 | -11,0 | -484 | -3,6 | 1199 | 126,8 | 12,6 59 -48.,4 158.8
Cyprus - - - - 6,0 -2,1 -100 - - 1378 | -5.9 6,0 -4,1 39 24,6 | 1232 [ -29 | -100,0 | 137.8
Czechia -8,6 -2,4 -2,3 171,3 | 51,7 21,1 <754 | 386,3 3,1 8,6 -6,6 -0,6 1,8 -0,9 19,6 19,7 | 20,2 | -75.4 386,3
Denmark -0,4 17,6 2,7 0,9 28,3 65,9 | 213.8 [ 74,0 2.8 1,5 -1,9 4,7 3,0 -0,2 2,7 36,4 8,7 -1,9 213,8
Estonia 17,5 -21,7 -8,7 10,1 | 136,8 | -1,1 2.8 1,3 -0,7 -6,7 -1,2 4.4 -32 ] 6950 | 883 | 949 | -7.6 | -21,7 | 6950
Finland -9,9 5,1 72 183.8 | 56,6 -3,7 -77,1 4,5 1916,7 | 126,2 1,8 -64,1 | 111,9 | -20,9 0,5 -3,6 | 433 | -77.1 916,7
France 0,1 1,0 4,5 6542 | 6,5 -1,1 -850 [ 6512 | 25 8,5 1.4 0,5 4,3 23 32 -04 | -108 | -850 | 6542

Germany 85,1 69,5 12,4 -16,1 -7,0 9,1 0,7 13,3 -0,3 -5,5 -4,8 6,8 0,2 13,0 -39 31,2 [ -20,3 | -20,3 85,1
Greece -32,2 | 11458 72,7 -16,3 3.8 73,8 -68,7 50,5 8,5 353 | -17,0 | 47,6 | 1464 | 27 -1,4 31,9 [ -193 | -68,7 [ 11458
Hungary -1,0 21,0 342 [ 2174 | 13,6 4,7 0,2 -2,9 5,7 10,4 2.4 8.4 -0,5 0,2 4,0 43,6 | -46,8 | -468 | 2174
Ireland 70,5 36,0 393,1 [ 1594 | 50,3 27,0 54,3 52 21,1 6,2 142 | -13.2 | 443 -34 24,1 142 | -57.8 | -57.,8 | 393.1
Italy -13,6 -5,1 -3,1 1714 | 529 | 229 29 21,6 | -12,1 =72 29,6 14,0 | -12,5 | 18,1 18,1 18,7 | -6,8 | -13,6 171.4
Latvia 11,7 -9.4 -23,0 1,3 11,8 | 110,7 2,8 -2,3 0,9 1,1 -10,7 | -32,7 | -7,3 [ 1083 | -3,7 478 | -44 | -327 110,7
Lithuania 47,3 190,0 100,6 13,0 38 -15,3 0,9 29,9 -2,8 -9,9 52 -20.4 | 17,8 0,8 -6,6 36,1 173 | -20,4 190,0
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Luxembourg 15,2 18,9 1065,6 -1,4 2,8 -6,3 12,8 19,8 44,1 36,2 20,7 -11,0 8,6 1,8 16,8 63,2 -36,7 -36,7 1065,6
Malta - - - - - - - 59,5 8,3 34,0 0,3 12,6 29.6 17,5 11,0 18,9 -0,1 -0,1 59,5
Netherlands -3,1 70,3 274,4 -6,3 533 -25.7 49,2 29 2.4 22.8 -14,7 | -14,9 22,7 62,3 30,0 2.5 -28.8 -28.8 274.4
Poland 10,4 4,1 -3,9 137,3 30,5 22.8 4.2 -5,6 2,0 -5,2 -10,0 | -30,1 6,5 352 8.4 6,0 -13.8 -30,1 137,3
Portugal 6,1 262,4 49,2 3.4 54,5 42,8 -87.5 16,1 14,6 | 296,4 | 102,6 2,9 3,5 14,2 0,6 6,7 -11,3 -87.5 296.,4
Romania 29 -17,8 6,7 -18,0 -3,6 5,3 305,2 -10,4 9,7 -14,1 17,4 12,4 6,3 -3,3 23,7 8,8 -10,2 -18,0 305,2
Slovakia 10,7 98,5 21,2 7,1 254 -1,3 8,2 -2,3 11,0 28,0 8,6 -10,0 | -10,5 0,5 18,9 114 -5,5 -10,5 98,5
Slovenia -2,2 27,1 39,5 20,4 27,0 38,5 -20,6 31,3 15,9 -23,7 | -22,0 | -28.6 60,6 113,1 45,7 36,7 -2,5 -28.6 113,1
Spain 224 -339 64,3 57,5 71,4 353 -84,7 13,3 93 7.8 6,3 374,9 12,2 19,7 9,7 25,2 -3,5 -84,7 374,9
Sweden 4,9 13,8 12,1 3,2 7,6 2,9 24,0 15,4 11,2 23,0 14,1 23,6 1,1 10,6 2,1 5.1 -4,5 -4,5 24,0

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

4. Share of energy from renewable sources in electricity

The table below presents the percentage gross final energy consumption data regarding the

allocation of power from renewable sources in electricity in European Union countries from

2004-2021.
Table 9.
Share of energy from renewable sources in electricity over the years 2004-2021
2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021
Austria 61,63 | 62,90 | 63,53 | 65,67 | 65,88 | 68,63 | 66,36 | 66,78 | 67,44 | 68,91 | 71,06 | 71,49 | 72,52 | 71,63 | 74,19 | 75,07 | 78,20 | 76,19
Belgium 1,71 | 2,39 | 3,13 | 3,66 | 4,63 | 6,18 | 7,33 | 8,99 [ 11,34 | 12,55 | 13,41 | 15,57 | 15,83 | 17,21 | 18,89 | 20,82 | 25,12 | 26,01
Bulgaria 8,36 | 8,67 | 873 | 8,90 | 9,54 ]1091 [ 12,36 | 12,62 | 15,82 | 18,68 | 18,69 | 18,98 | 19,15 | 19,02 | 22,36 | 23,51 | 23,59 | 18,79
Croatia 35,03 | 35,18 | 34,82 | 33,98 | 33,87 | 35,88 | 37,52 | 37,59 | 38,76 | 42,08 | 45,24 | 45,41 | 46,67 | 46,44 | 48,14 | 49,78 | 53,82 | 53,47
Cyprus 0,02 | 0,02 | 0,03 | 0,07 | 0,29 | 0,59 | 1,39 | 345 | 493 | 6,65 | 7,40 | 845 | 859 [ 891 | 9,36 | 9,76 | 12,04 | 14,84
Czechia 3,69 | 3,78 | 4,10 | 462 | 5,18 | 6,38 | 7,52 | 10,61 | 11,67 | 12,78 | 13,89 | 14,07 | 13,62 | 13,65 [ 13,71 | 14,05 | 14,81 | 14,54
Denmark 23,75 | 24,65 | 23,97 | 25,00 | 25,94 | 28,26 | 32,74 | 35,87 | 38,72 | 43,08 | 48,49 | 51,29 | 53,72 | 59,94 | 62,39 | 65,35 | 65,32 | 62,65
Estonia 055 | 1,13 | 1,43 | 1,43 | 1,97 | 597 | 10,29 | 12,20 | 15,67 | 12,95 | 14,02 | 16,15 | 16,19 | 17,58 | 19,68 | 22,00 | 28,29 | 29,34
Finland 26,71 | 26,92 | 26,42 | 25,47 | 26,75 | 26,82 | 27,22 | 28,96 | 29,11 | 30,54 | 31,11 | 32,21 | 32,72 | 35,04 | 36,54 | 37,97 | 39,56 | 39,53
France 13,78 | 13,74 | 14,06 | 14,29 | 14,36 | 15,09 | 14,82 [ 16,18 | 16,55 | 16,98 | 18,47 | 18,82 | 19,21 | 19,93 | 21,13 | 22,39 | 24,82 | 25,02
Germany 9,44 | 10,58 | 11,94 | 13,73 | 15,14 | 17,52 | 18,24 | 20,93 | 23,61 | 25,28 | 28,17 | 30,88 | 32,27 | 34,61 | 37,59 | 40,60 | 44,22 | 43,68
Greece 7,84 | 821 | 892 | 933 | 9,65 | 11,02 | 12,31 | 13,81 | 16,36 | 21,24 | 21,92 | 22,09 | 22,66 | 24,46 | 26,00 | 31,30 | 35,86 | 35,93
Hungary 222 | 442 | 345 | 419 | 532 | 6,9 | 7,10 | 6,38 | 6,06 | 6,60 | 7,31 | 7,34 | 7,29 [ 7,51 | 831 | 9,97 | 11,90 | 13,66
Ireland 6,03 | 7,20 | 8,51 | 9,53 | 10,82 | 14,06 | 15,64 | 18,25 | 19,84 | 20,96 | 23,32 | 25,73 | 27,07 | 30,32 | 33,32 | 36,46 | 39,06 | 36,40
Italy 16,09 | 16,29 | 15,93 | 15,95 | 16,65 | 18,81 | 20,09 | 23,55 | 27,42 | 31,30 | 33,42 | 33,46 | 34,01 | 34,10 | 33,93 | 34,97 | 38,08 | 36,00
Latvia 45,96 | 43,02 | 40,41 | 38,62 | 38,73 | 41,94 | 42,05 | 44,69 | 44,88 | 48,69 | 51,04 | 52,21 | 51,25 | 54,35 | 53,50 | 53,42 | 53,36 | 51,40
Lithuania 3,59 | 383 | 402 | 465 | 491 | 587 | 7,40 | 9,02 | 10,88 | 13,15 | 13,71 | 15,54 | 16,87 | 18,26 | 18,41 | 18,79 | 20,17 | 21,28
Luxembourg | 2,77 | 3,18 | 3,17 | 3,31 | 3,58 | 4,11 | 3,79 | 4,08 | 4,66 | 533 | 596 | 6,20 | 6,67 | 8,06 | 9,12 | 10,86 | 13,89 | 14,22
Malta 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,03 | 0,45 | 1,12 | 1,57 | 3,33 | 431 | 5,71 | 6,85 | 7,70 | 7,49 | 9,49 | 9,66
Netherlands | 4,45 | 6,30 | 6,54 | 596 | 7,46 | 9,07 [ 9,60 | 9,74 [10,35] 991 | 9,92 | 11,04 | 12,55 | 13,81 | 15,17 | 18,23 | 26,41 | 30,39
Poland 2,05 | 2,51 | 2,86 | 3,32 | 425 | 5,71 | 6,55 | 8,08 | 10,61 | 10,68 | 12,36 | 13,40 | 13,34 | 13,08 | 13,03 | 14,36 | 16,24 | 17,17
Portugal 27,39 [ 27,70 | 29,31 | 32,29 | 34,06 | 37,56 | 40,61 | 45,78 | 47,51 | 49,10 | 52,05 | 52,62 | 53,99 | 54,17 | 52,19 | 53,77 | 58,03 | 58,43
Romania 28,43 | 28,78 | 28,05 | 28,11 | 28,08 | 30,89 | 30,38 | 31,13 | 33,57 | 37,52 | 41,68 | 43,16 | 42,71 | 41,97 | 41,79 | 42,62 | 43,37 | 42,49
Slovakia 15,40 | 15,74 | 16,57 | 16,47 | 17,01 | 17,77 | 17,77 | 19,31 | 20,05 | 20,80 | 22,87 | 22,66 | 22,51 | 21,34 | 21,50 | 22,10 | 23,07 | 22,37
Slovenia 29,27 | 28,65 | 28,23 | 27,70 | 29,96 | 33,76 | 32,20 | 31,05 | 31,64 | 33,08 | 33,94 | 32,72 | 32,06 | 32,43 | 32,31 | 32,63 | 35,10 | 34,98
Spain 19,02 | 19,17 | 20,03 | 21,72 | 23,78 | 27,88 | 29,75 | 31,53 | 33,44 | 36,03 | 37,13 | 36,97 | 36,68 | 36,47 | 35,24 | 37,13 | 42,94 | 45,96
Sweden 51,20 | 50,90 | 51,78 | 53,21 | 53,69 | 58,25 | 55,77 | 59,62 | 59,78 | 61,74 | 63,21 | 65,73 | 64,87 | 65,91 | 66,23 | 71,23 | 74,50 | 75,70
Source: https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en
The smallest and largest values were determined based on the data presented in Table 10.
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Table 10.
The largest and smallest share of energy from renewable sources in electricity over the years
2004-2021
The smallest value | Year of lowest value | The greatest value | Year of greatest value | Difference

Austria 61,63 2004 78,20 2020 16,58
Belgium 1,71 2004 26,01 2021 24,30
Bulgaria 8,36 2004 23,59 2020 15,23
Croatia 33,87 2008 53,82 2020 19,95
Cyprus 0,02 2004 14,84 2021 14,82
Czechia 3,69 2004 14,81 2020 11,12
Denmark 23,75 2004 65,35 2019 41,59
Estonia 0,55 2004 29,34 2021 28,79
Finland 25,47 2007 39,56 2021 14,10
France 13,74 2004 25,02 2021 11,28
Germany 9,44 2004 44,22 2020 34,78
Greece 7,84 2004 35,93 2021 28,09
Hungary 2,22 2004 13,66 2021 11,44
Ireland 6,03 2004 39,06 2020 33,02
Italy 15,93 2006 38,08 2020 22,16
Latvia 38,62 2007 54,35 2017 15,73
Lithuania 3,59 2004 21,28 2021 17,69
Luxembourg 2,77 2004 14,22 2021 11,45
Malta 0,00 2004-2009 9,66 2021 9,66
Netherlands 4,45 2004 30,39 2021 25,95
Poland 2,05 2004 17,17 2021 15,12
Portugal 27,39 2004 58,43 2021 31,04
Romania 28,05 2006 4337 2020 15,32
Slovakia 15,40 2004 23,07 2020 7,66
Slovenia 27,70 2007 35,10 2020 7,40
Spain 19,02 2004 45,96 2021 26,94
Sweden 50,90 2004 75,70 2021 24,81

Source: own

study based on

https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Among the European Union Member States, Malta had the smallest share of energy from
renewable sources in electricity — 0,00 in 2004-2009, while Austria had the largest — 78,20% in

2020. In terms of the minor difference obtained between the maximum and minimum share of

energy over the years 2004-2021, Slovenia achieved — 7,40% (difference between 2007 and
2020), while Denmark achieved the highest difference value — 41,59% (difference between

2004 and 2019). Below, in Table 11, each country's share of energy in electricity is presented
in 2019, 2020 and 2021 in descending order.

Table 11.

Presentation of the share of energy from renewable sources in electricity in 2019, 2020 and
2021 in descending order

2019 2020 2021

Austria 75,067 Austria 78,204 Austria 76,185
Sweden 71,234 Sweden 74,495 Sweden 75,704
Denmark 65,347 Denmark 65,323 Denmark 62,647
Portugal 53,774 Portugal 58,032 Portugal 58,433
Latvia 53,423 Croatia 53,816 Croatia 53,471
Croatia 49,783 Latvia 53,357 Latvia 51,397
Romania 42,616 Germany 44,215 Spain 45,962
Germany 40,604 Romania 43,374 Germany 43,681
Finland 37,969 Spain 42,944 Romania 42,489




110 D. Gawronska

Cont. table 11.

Spain 37,131 Finland 39,564 Finland 39,531
Ireland 36,46 Ireland 39,055 Ireland 36,403
Italy 34,969 Italy 38,081 Italy 35,996
Slovenia 32,632 Greece 35,856 Greece 35,934
Greece 31,295 Slovenia 35,095 Slovenia 34,976
Bulgaria 23,509 Estonia 28,293 Netherlands 30,394
France 22,389 Netherlands 26,407 Estonia 29,34
Slovakia 22,103 Belgium 25,122 Belgium 26,013
Estonia 21,998 France 24,819 France 25,016
Belgium 20,817 Bulgaria 23,586 Slovakia 22,369
Lithuania 18,79 Slovakia 23,066 Lithuania 21,278
Netherlands 18,23 Lithuania 20,166 Bulgaria 18,79
Poland 14,356 Poland 16,237 Poland 17,166
Czechia 14,046 Czechia 14,81 Cyprus 14,84
Luxembourg 10,863 Luxembourg 13,887 Czechia 14,544
Hungary 9,969 Cyprus 12,041 Luxembourg 14,217
Cyprus 9,756 Hungary 11,904 Hungary 13,66
Malta 7,485 Malta 9,489 Malta 9,655

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

In the last three years of the analyzed period, Austria was in first place in share of energy
from renewable sources in electricity (75,07% — 2019, 78,2% — 2020, 76,185% — 2021),
followed by Sweden (71,23% — 2019, 74,495% — 2020, 75,704% — 2021) and Denmark
(65,35%-2019, 65,32-2020, 62,65-2021). The countries with the lowest share in the last three
years of the analyzed period are: Hungary (9,969%), Cyprus (9,756%) and Malta (7,485%) in
2019, Cyprus (12,04%), Hungary (11,9%) and Malta (9,49%) in 2020, Luxemburg (14,217%),
Hungary (13,66%) and Malta (9,655%) in 2021. Analysis of the last year of reported data,
the largest share in energy from renewable sources was recorded by Austria (76,19%), followed
by Sweden (75,70%) and Denmark (62,65%). In comparison, Malta obtained the smallest share
(9,655%), then Hungary (13,66%) and Luxembourg (14,217%). The average percentage of
European Union countries in energy from renewable sources in 2021 was 35,19%. The share
of energy from renewable sources was above average in 13 countries, with the most minor
difference from the average being Greece — 35,93%. Below, Figure 3 presents the results of the
share of energy from renewable sources in electricity of EU countries last three years from the
period 2004-2021.
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Figure 3. Presentation of the percentage share of energy from renewable sources in electricity of EU
countries in 2021.

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

The table below shows the percentage change in the share of energy from renewable sources
in electricity in subsequent years compared to the immediately preceding year. In the years
2004-2009, Malta in the statistical reports of the share of energy from renewable sources in
electricity has 0.00, taking into account the percentage of 0,03% in 2010 and 0,45% in 2011,
which indicates an increase in 2011 by 1318,75% compared to 2010. Over 2004-2021, only
four countries did not record a decrease in the percentage change compared to the preceding
year: Greece 0,22%, Lithuania 0.84%, Belgium 1,676% and Cyprus 1,681%. Of the remaining
countries, Hungary experienced the most significant decline in 2006 (21,96%), and Germany
had the smallest drop — 1,21% in 2021. In an analysis of the data on the maximum percentage
change, it can be visible that Malta achieved an increase of 1318,75% in 2011 compared to

2010, while the smallest increase was achieved by Austria by 4,18% in 2020 compared to 2019.

Table 12.

Percentage change from year to year in the share of energy from renewable sources in
electricity in EU countries over the years 2004-2021

2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | Min | Max
Austria 2,1 1,0 3.4 0,3 4,2 -3,3 0,6 1,0 2,2 3,1 0,6 14 | -1,2 | 3,6 1,2 42 | 26 | 33 4,2
Belgium 39,2 [ 31,2 | 17,0 | 26,3 | 33,5 | 187 22,6 26,1 | 10,7 6.9 16,1 1,7 8,7 9,7 1102 ]120,7 | 35 1,7 39,2
Bulgaria 3,7 0,7 1,9 72 143 | 133 2,1 253 | 18,1 0,0 1,5 09 [ -07 [ 175 ] 52 03 [-20,3]-203| 253
Croatia 0,4 -1,0 | 24 -0,3 5,9 4,6 0,2 3.1 8,5 7.5 0.4 28 | 05 | 37 34 8,1 -06 | 2.4 8,5
Cyprus 26,3 | 41,7 | 117,6 | 285,1 | 106,7 | 136,0 | 1478 | 43,0 | 35,1 | 11,2 | 14,1 1,7 3,8 5,0 43 | 234 | 232 1,7 285,1
Czechia 2,4 8,3 12,8 | 12,1 | 23,1 17,8 41,2 10,0 | 95 8,7 1,3 | -32 | 03 0,4 2.4 54 | -1.8 | 32 41,2
Denmark 3.8 -2,8 43 3,7 8,9 15,8 9,6 79 113 ] 126 | 58 4,7 11,6 | 41 4,7 00 [ 41 | 41 15,8
Estonia 106,4 | 26,7 0,3 37,7 12025 | 72,5 18,5 28,5 [-174] 83 152 [ 03 86 | 119 [ 11,8 | 28,6 | 3,7 [-17.4 | 2025
Finland 0,8 -19 | -3,6 5,0 0,3 1,5 6,4 0,5 4,9 1,9 35 1,6 7,1 4,3 39 42 | -0,1 | -3,6 7,1
France -0,3 2,3 1,6 0,5 5,1 -1,8 9,2 2,3 2,6 8,8 1,9 2,1 3.8 6,0 6,0 | 109 | 08 -1.8 10,9

Germany 12,1 129 | 14,9 10,3 15,7 4,1 14,7 12,8 7.1 1.4 | 9.6 4,5 72 8,6 8,0 8.9 -12 | -1.2 15,7
Greece 4,7 8,7 4,5 3.4 142 [ 11,7 12,2 18,5 | 29,8 32 0,8 2,6 8,0 63 204 | 146 | 02 0,2 29,8

Hungary 99,1 |-219 | 214 | 26,8 [ 30,9 2,1 -10,2 -5,0 9,0 10,7 | 0,5 | 0,7 | 3,0 | 10,6 | 20,0 | 194 | 148 | -21,.9 [ 99,1
Ireland 19,3 | 18,2 | 12,1 135 [ 299 | 11,2 16,7 8,7 5,7 11,3 [ 103 | 52 | 12,0 | 99 9,4 7,1 -6,8 | -6.8 29,9
Italy 1,3 -2.3 0,2 4,3 13,0 6,8 17,2 16,5 | 142 6,8 0.1 1,7 03 | -05 ] 3.1 89 | -55 | -55 17,2
Latvia -6.4 | -6.1 -4.4 0.3 8.3 0.3 6.3 0.4 8,5 4,8 23 | -1.8 | 6.1 -1,6 [ 0,1 | 0,1 | -3,7 | -64 8.5
Lithuania 6,8 4.8 15,8 5,6 194 [ 26,1 21,9 20,6 | 209 | 42 134 [ 86 82 0,8 2,1 7,3 5,5 0,8 26,1
Luxembourg | 15,0 | -0,2 42 8,4 146 | -7.8 7,6 144 | 144 | 11,8 | 40 7,7 1207 | 132 ] 192|278 | 24 | -78 27,8
Malta - - - - - - 1318,8 | 145,6 | 409 | 1122 | 294 | 32,5 | 19,8 | 12,5 | -2,8 | 26,8 | 1,7 -2,8 | 1318,8
Netherlands | 41,6 3.9 -8.8 | 252 | 21,5 59 1.4 6,3 -4,2 0,1 11,2 [ 13,7 | 10,1 | 9.8 [ 20,2 | 44,9 | 15,1 | -8.8 44,9
Poland 22,6 | 139 | 159 | 28,1 | 345 [ 14,6 23,3 31,3 0,6 15,8 84 | 04 | -19 | 04 | 102 | 13,1 | 57 -1.9 34,5
Portugal 1,1 5.8 10,2 5.5 10,3 8,1 12,7 3.8 34 6,0 1,1 2,6 03 | -37 | 30 79 0,7 -3,7 12,7
Romania 1,2 -2,5 0,2 -0,1 10,0 | -1,7 2,5 7.8 11,8 | 11,1 36 | -1,0 [ -1,7 [ -04 | 2,0 1.8 | -20 | -2,5 11,8




112 D. Gawronska

Cont. table 12.

Slovakia 2,2 5.3 -0,6 33 4.4 0,1 8,6 3.9 3,7 10,0 | -09 | 0,6 | -52 | 07 2,8 44 | -3.0 | -5.2 10,0
Slovenia -2,1 -1,5 | -19 8,2 12,7 | -4,6 -3,6 1,9 4,6 2,6 -3,6 | -2,0 1,2 | 04| 1,0 7,5 -03 | 4,6 12,7

Spain 0,8 4,5 8,4 9,5 17,3 6,7 6,0 6,1 7,7 3,1 -04 [ -08 | -06 | -34 [ 54 | 157 | 70 | -34 17,3
Sweden -0,6 1,7 2,8 0,9 8.5 -4.3 6,9 0,3 33 2,4 40 | -1.3 1,6 0,5 7,6 4,6 1,6 | 43 8,5

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

5. Share of energy from renewable sources in heating and cooling

The table below presents the percentage gross final energy consumption data regarding

energy allocation from renewable sources in heating and cooling in European Union countries

in 2004-2021.

Table 13.
Share of energy from renewable sources in heating and cooling over the years 2004-2021
2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021
Austria 20,17 | 22,82 | 24,49 | 27,14 | 27,20 | 29,63 | 30,96 | 31,52 | 33,08 | 33,22 | 33,38 | 33,23 | 33,48 | 33,67 | 34,18 | 33,93 | 35,00 | 35,48
Belgium 293 | 342 | 381 | 471 | 5,12 | 6,09 | 6,71 | 6,72 | 7,11 | 7,64 | 7,75 | 7,94 | 825 | 820 | 829 | 832 | 845 | 9,24
Bulgaria 14,06 | 14,26 | 14,79 | 13,86 | 17,26 | 21,64 | 24,33 | 24,77 | 27,24 | 29,23 | 28,52 | 28,90 | 29,99 | 29,85 | 33,25 | 35,42 | 37,18 | 25,63
Croatia 29,41 | 30,00 | 29,07 | 29,30 | 28,82 | 31,30 | 32,88 | 33,82 | 36,55 | 37,31 | 36,22 | 38,62 | 37,64 | 36,63 | 36,65 | 36,79 | 36,93 | 38,03
Cyprus 9,26 | 9,97 | 10,43 | 13,06 | 14,47 | 17,31 | 18,81 | 19,98 | 21,76 | 22,54 | 22,19 | 24,07 | 24,69 [ 26,42 | 37,16 | 35,05 | 37,12 | 41,34
Czechia 9,92 | 10,84 | 11,23 | 12,37 | 12,92 | 14,26 | 14,10 | 15,39 | 16,25 | 17,71 | 19,53 | 19,79 | 19,88 [ 19,73 | 20,64 | 22,63 | 23,54 | 24,18
Denmark | 20,50 | 22,61 | 23,66 | 26,71 | 27,96 | 29,40 | 30,37 | 31,89 | 33,20 | 34,68 | 38,01 | 39,54 | 41,08 | 44,06 | 44,97 | 47,30 | 51,07 | 41,53
Estonia 33,36 | 32,37 | 30,84 | 33,04 | 36,00 | 42,03 | 43,16 | 44,55 | 43,22 | 43,11 | 44,93 | 50,03 | 51,77 | 52,22 | 53,67 | 52,19 | 58,83 | 61,32
Finland 39,50 [ 39,12 | 41,41 | 41,43 | 43,08 | 42,89 | 43,97 [ 45,73 | 48,23 | 50,77 | 51,96 | 52,62 | 53,70 | 54,59 | 54,91 | 56,88 | 57,62 | 52,59
France 12,53 [ 12,36 | 11,70 | 12,79 | 13,28 | 15,04 | 16,16 | 15,26 | 16,59 | 17,61 | 18,05 | 18,88 | 20,12 | 20,60 | 21,22 | 22,36 | 23,37 | 24,21
Germany 7,20 | 7,71 8,41 110,25 10,33 | 11,16 | 12,06 | 12,61 | 13,42 | 13,41 | 13,41 | 13,43 | 13,03 | 13,37 | 14,22 | 14,50 | 14,48 | 15,44
Greece 13,47 [ 13,38 | 13,10 | 14,68 | 14,72 | 17,25 | 18,66 | 20,11 | 24,12 | 27,42 | 27,87 | 26,56 | 25,42 | 28,25 | 30,12 | 30,05 | 31,94 | 31,15
Hungary 6,45 | 994 [ 11,38 ] 13,54 11,97 | 17,02 | 18,08 | 20,04 | 23,31 | 23,70 | 21,28 | 21,34 | 21,03 | 19,90 | 18,20 | 18,16 | 17,72 | 17,93
Ireland 2,87 | 344 | 359 | 3,79 | 3,51 | 4,18 | 428 | 4,66 | 485 | 519 | 6,26 | 6,18 | 6,24 | 6,62 | 6,38 | 6,34 | 6,26 | 517
Italy 5,71 | 822 10,09 | 13,33 | 15,31 | 16,43 | 15,64 | 13,82 | 16,98 | 18,09 | 18,91 | 19,26 | 18,89 | 20,08 | 19,28 | 19,70 | 19,95 | 19,71
Latvia 42,49 | 42,68 | 42,59 | 42,36 | 42,94 | 47,89 | 40,75 | 44,71 | 47,27 | 49,65 | 52,15 | 51,74 | 51,81 | 54,58 | 55,41 | 57,75 | 57,09 | 57,38
Lithuania | 30,44 | 29,32 | 29,23 | 29,09 | 31,99 | 33,72 | 32,53 | 32,79 | 34,54 | 36,87 | 40,63 | 46,08 | 46,56 | 46,50 | 46,02 | 47,37 | 50,35 | 48,63
Luxembourg | 1,82 | 3,61 | 3,63 | 435 | 457 | 463 | 470 | 474 | 493 | 533 | 7,07 | 6,86 | 7,06 | 7,45 | 836 | 8,69 | 12,61 | 1292
Malta 1,04 | 1,03 | 1,36 | 1,51 1,70 | 2,01 | 7,28 [ 12,03 | 13,40 | 15,40 | 15,03 | 14,64 | 16,85 | 19,31 | 22,83 | 23,60 | 23,03 | 31,36
Netherlands | 2,18 | 2,38 | 2,70 | 2,91 | 3,02 | 3,37 | 3,10 | 3,69 | 3,77 | 400 | 493 | 528 | 5,19 | 5,75 [ 6,16 | 7,22 | 8,05 | 7,72
Poland 10,21 | 10,16 | 10,17 | 10,46 | 10,85 | 11,61 | 11,81 | 13,24 | 13,50 | 14,27 | 14,24 | 14,80 | 14,92 | 14,78 | 21,47 | 22,01 | 22,14 | 21,03
Portugal 32,49 [ 32,08 | 34,23 | 34,95 | 37,45 | 37,93 | 33,81 | 35,18 | 33,15 | 34,63 | 40,45 | 40,10 | 41,61 | 41,02 | 40,92 | 41,66 | 41,55 | 42,68
Romania 17,34 [ 17,93 | 17,58 | 19,47 | 23,17 | 26,43 | 27,23 | 24,31 | 25,75 | 26,20 | 26,74 | 25,89 | 26,87 | 26,58 | 25,43 | 25,74 | 25,33 | 24,48
Slovakia 5,06 | 503 | 445 | 6,23 | 6,10 | 818 | 7,90 | 9,26 | 8,80 | 7.88 | 8,87 | 10,79 | 9,88 | 9,84 [ 10,60 | 19,70 | 19,43 | 19,52
Slovenia 22,82 | 26,40 | 24,35 | 29,31 | 27,53 | 28,87 | 29,54 | 31,79 | 33,15 | 35,12 | 34,64 | 36,15 | 35,56 | 34,64 | 32,34 | 32,13 | 32,14 | 35,22
Spain 9,55 | 9,41 | 11,38 | 11,25 | 11,62 | 13,22 | 12,50 | 13,47 | 13,97 | 13,97 | 15,56 | 16,85 | 15,90 | 16,21 | 16,14 | 17,20 | 17,97 | 17,40
Sweden 45,93 | 49,02 | 52,50 | 54,47 | 55,78 | 59,20 | 57,07 | 58,52 | 60,64 | 61,71 | 62,57 | 63,24 | 63,41 | 63,62 | 63,30 | 64,39 | 66,38 | 68,64
Source: https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en
The smallest and largest values were determined based on the presented data, as shown in

Table 14.

Table 14.

The largest and smallest share of energy from renewable energy sources in heating and cooling

over the years 2004-2021

The smallest value Year of lowest value The greatest value | Year of greatest value | Difference

Austria 20,17 2004 35,48 2021 15,32
Belgium 2,93 2004 9,24 2021 6,31
Bulgaria 13,86 2007 37,18 2020 23,32
Croatia 28,82 2008 38,62 2015 9,80
Cyprus 9,26 2004 41,34 2021 32,08
Czechia 9,92 2004 24,18 2021 14,27
Denmark 20,50 2004 51,07 2020 30,57
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Estonia 30,84 2006 61,32 2021 30,49
Finland 39,12 2005 57,62 2021 18,51
France 11,70 2006 2421 2021 12,52
Germany 7,20 2004 15,44 2021 8,24
Greece 13,10 2006 31,94 2021 18,85
Hungary 6,45 2004 23,70 2013 17,25
Ireland 2,87 2004 6,62 2020 3,75
Ttaly 5,71 2004 20,08 2021 14,37
Latvia 40,75 2010 57,75 2021 17,00
Lithuania 29,09 2007 50,35 2020 21,26
Luxembourg 1,82 2004 12,92 2021 11,10
Malta 1,03 2005 31,36 2021 30,33
Netherlands 2,18 2004 8,05 2020 5,88
Poland 10,16 2005 22,14 2020 11,98
Portugal 32,08 2005 42,68 2021 10,61
Romania 17,34 2004 27,23 2021 9,89
Slovakia 4,45 2006 19,70 2019 15,25
Slovenia 22,82 2004 36,15 2015 13,33
Spain 9,41 2005 17,97 2020 8,56
Sweden 45,93 2004 68,64 2021 22,71

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

Among the European Union member states, Malta had the smallest share of energy from
renewable sources in heating and cooling — 1,03% in 2005, while Sweden had the largest —
68,64% in 2021. In terms of the minor difference obtained between the maximum and minimum
share of energy over the years 2004-2021, Ireland achieved — 3,75% (difference between 2004
and 2020), while Cyprus achieved the highest value of the difference — 32,08% (difference
between 2004 and 2021).

Table 15.

Presentation of the share of energy from renewable sources in heating and cooling in 2019,

2020 and 2021 in descending order

2019 2020 2021

Sweden 64,394 Sweden 66,381 Sweden 68,642
Latvia 57,749 Estonia 58,834 Estonia 61,323
Finland 56,884 Finland 57,622 Latvia 57,378
Estonia 52,193 Latvia 57,094 Finland 52,589
Lithuania 47,372 Denmark 51,073 Lithuania 48,627
Denmark 47,302 Lithuania 50,35 Portugal 42,681
Portugal 41,657 Portugal 41,546 Denmark 41,53
Croatia 36,791 Bulgaria 37,178 Cyprus 41,343
Bulgaria 35,423 Cyprus 37,117 Croatia 38,028
Cyprus 35,051 Croatia 36,928 Austria 35,481
Austria 33,929 Austria 34,995 Slovenia 35,215
Slovenia 32,132 Slovenia 32,141 Malta 31,356
Greece 30,048 Greece 31,941 Greece 31,146
Romania 25,739 Romania 25,327 Bulgaria 25,625
Malta 23,602 Czechia 23,535 Romania 24,483
Czechia 22,632 France 23,368 France 24,212
France 22,36 Malta 23,027 Czechia 24,183
Poland 22,005 Poland 22,143 Poland 21,031
Italy 19,699 Italy 19,949 Italy 19,713
Slovakia 19,696 Slovakia 19,427 Slovakia 19,521
Hungary 18,16 Spain 17,966 Hungary 17,929
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Cont. table 15.

Spain 17,203 Hungary 17,72 Spain 17,398
Germany 14,504 Germany 14,481 Germany 15,438
Luxembourg 8,687 Luxembourg 12,614 Luxembourg 12,918
Belgium 8,319 Belgium 8,447 Belgium 9,241
Netherlands 7,217 Netherlands 8,053 Netherlands 7,72
Ireland 6,344 Ireland 6,264 Ireland 5,174

Source: own study based on

https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

In the last three years of the analyzed period, Sweden was in first place in share of energy
from renewable sources in heating and cooling (64,394% - 2019, 66,381% — 2020, 68,642% —
2021), followed by Latvia (57,749% in 2019 and 57,378% in 2021) and Finlandia (56,884% in
2019 and 57,622% in 2020). Estonia was in second place wn 2020 (58,834%) and in 2021
(61,323%). The countries with the lowest share in the last three years of the analyzed period

are Belgium, Netherlands and Ireland. In these countries share of energy from renewable

sources in heating and cooling was as follows: in 2019 — Belgium 8,319%, Netherlands 7,217%,
Ireland 6,344%, in 2020 — Belgium 8,447%, Netherlands 8,053, Ireland 6,264%, in 2021 —
Belgium 9,241%, Netherlands 7,72%, Ireland 5,174%. Analysis of the last year of reported
data, the largest share in energy from renewable sources was recorded by Sweden (68,642%),
followed by Estonia (61,32%) and Latvia (57,38). In contrast, the smallest share was recorded
by Ireland (5,174%), then the Netherlands (7,72%) and Belgium (9,241%). The average

percentage of European Union countries in energy from renewable sources in 2021 was

30.74%. The share of energy from renewable sources was above average in 13 countries,

with the most minor difference from the average being Greece — 31,15%. Below, Figure 4

presents the results of the share of energy from renewable sources in heating and cooling of

EU countries last three years from the period 2004-2021.
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Figure 4. Presentation of the percentage share of energy from renewable sources in heating and cooling

of EU countries in 2019, 2020 and 2021.

Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en
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The table below shows the percentage change in the share of energy from renewable sources
in heating and cooling in subsequent years compared to the year immediately preceding.
Over the years 2004-2021, all countries recorded a decline. The most significant decrease was
achieved by Bulgaria in 2021 (31,07%), and the most minor drop by Belgium was 0,57% in
2017. Analysis of the data on the maximum increase in percentage change, Malta achieved
a rise of 262,11% in 2010 compared to 2009, while the smallest increase was achieved by
Finland by 5,86% in 2006 compared to 2005.

Table 16.
Percentage change from year to year in the share of energy from renewable sources in heating
and cooling in EU countries over the years 2004-2021

2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | MIN | MAX
Austria 132 | 7,3 | 10,8 | 0,2 8,9 4,5 1,8 149 | 04 05 |1-041] 07 ] 06 1,5 | -0,7 | 3.1 14 | -0,7 | 132

Belgium 16,8 | 11,5 ] 23,6 | 87 | 189 | 10,2 | 0,1 58 | 7.5 1,5 25 | 38 | -06 | 1,1 0,3 1,5 94 | 0,6 | 23,6
Bulgaria 1,4 37 | -63 245 (254125 | 1,8 1100] 73 | 24 | 14 | 38 | -05 | 114 ]| 65 | 50 |-31,1 |-31,1 | 254
Croatia 20 | -31 ] 08 | -1,6 | 86 5.1 2,9 8.1 2,1 29 | 66 | -25 | -27 | 0.1 04 | 04 | 3,0 | -3,1 8,6
Cyprus 7,6 4,7 12521108 | 19,7 | 8,7 6,2 89 36 | -1,6 | 85 | 2,6 | 7,0 | 40,7 | -57 | 59 | 11,4 | -57 | 40,7

Czechia 9,2 37 [ 10,1 | 44 [ 104 [ -1,2 | 92 56 | 90 | 103 ] 13 ] 05 ]-081] 46 |96 | 40 | 28 | -1,2 | 104
Denmark 103 | 46 | 129 | 47 5.1 3.3 50 | 4.1 4,5 96 1 40 | 39 | 73 | 2.1 52 | 80 [-187|-18,7 | 12,9

Estonia 30 | 47 71 9,0 | 168 | 27 32 | -30(-02 ] 42 [113| 35 [ 09 [ 28 [-28 [127 | 42 | -47 | 168
Finland -1,0 | 59 | 01 40 | -04 | 25 40 | 55 53 2,3 1,3 | 2,1 1,7 | 06 | 3,6 1,3 | -87 | -87 59
France -1,3 [ -54 | 93 39 [ 132 7,5 | -56 | 87 | 6,1 2,5 46 | 66 | 24 | 30 | 54 | 45 36 | -5.,6 | 13,2
Germany 7,1 9,1 1219] 08 8,0 8,1 4,6 65 | -01 ] 00 ]02]-30]26]64]20]-02] 66 |-30]219
Greece -06 | -22 | 12,1 | 03 | 17,2 | 82 78 1199 | 137 | 1,6 | 47 | 43 | 11,1 | 66 | -02 | 63 | -25 | 47 | 199
Hungary 54,0 | 145 | 190 |-11,6 | 422 | 62 | 109 | 163 ]| 1,7 |-102] 02 | -1.4 | -54 | -85 | -02 | -24 | 1,2 |-11,6 | 54,0
Ireland 198 | 44 54 | -72 1190 | 24 88 | 4.1 69 1208 |-12 ] 10 | 61 |-37]-06]-13]-174]-174] 20,8
Italy 439 22,8 1321|148 | 73 | 48 |-11,7]229 | 6,5 4,5 18 1-19] 63 | 40 ] 22 1,3 | -1,2 |-11,7 ] 439
Latvia 04 | -021]-05] 14 |11,5]-149 | 97 57 | 50 50 ]1-08 1 01 53 1,5 | 42 | -1,1 | 05 |-149] 11,5

Lithuania -3,7 [ -03 | -05 | 100 | 54 | -35 | 08 5,3 6,8 1102|134 ] 10 | -01 |-10] 29 | 63 | -34 | -37 | 134
Luxembourg | 98,2 | 0,5 | 199 | 5,0 1,3 1,6 0,7 | 41 81 326 |-30 | 29 | 56 [122 | 39 [452 | 24 | -30 | 982

Malta -0,7 | 32,6 | 10,6 | 12,5 | 18,6 | 262,1 | 65,1 | 11,4 | 149 | -24 | -2,6 [ 151 | 14,6 [ 182 | 34 | -24 [ 36,2 | -2,6 | 262,1
Netherlands | 9,2 1351 79 38 [ 114 ] -80 | 190] 22 | 62 | 231 | 72 | -1,6 107 | 7,1 | 172 | 11,6 | 4,1 | -8,0 | 23,1
Poland -0,5 0,1 29 3,7 7,0 1,8 121119 | 57 102139108 ]-091]453] 25 ] 06 |-50]-50] 453
Portugal -1,3 6,7 2,1 7,2 1,3 [-109] 41 | -58 | 44 | 16809 | 38 [-14 |02 1,8 [ 03[ 27 [-109] 168
Romania 34 | -1,9 110,71 19,0 | 141 | 3,0 [-10,7] 59 1,7 2,1 132138 | -1,1 |43 ] 1,2 |-1,6]-33 |-10,7] 19,0
Slovakia -0,6 [-11,5]400 | -22 | 34,1 | 34 | 172 | 49 |-105] 12,6 [ 21,7 | -85 | -04 | 7.7 [ 858 [ -1.4 [ 0,5 [-11,5] 858
Slovenia 157 | -78 1204 | -6,1 | 49 2,3 76 | 43 59 | -14 144 | -16]-26|-661]-061]00 ] 96 | -7.8 ] 204
Spain -1,5 (209 | -1,1 | 33 | 138 | -54 | 78 37 100 | 11,4 ] 83 | -56 ] 19 | -04 ] 66 | 44 | -32 | -5,6 | 209

Sweden 6,7 7,1 3,8 2,4 6,1 -3,6 2,5 3,6 1,8 1,4 1,1 0,3 03 | -0,5 1,7 3,1 34 | -3,6 7,1
Source: own study based on
https://ec.europa.eu/eurostat/databrowser/view/nrg_ind_ren/default/table?lang=en

6. Summary

The EU share in the gross final energy consumption from renewable sources in 2021
amounted to 21,775%, compared to 2020, and the energy share of 22,038%, gives a decrease
of 0,263%. This change may have been influenced by the lifting of restrictions related to the
Covid-19 pandemic, as well as a difference in the legal basis and accounting methodology:
data for 2020 were calculated based on the RED I directive, while data for 2021 were based on
the RED II directive. This article focuses on analyzing available energy share data from
2004-2021. Still, it seems reasonable to explore in more detail the data from these two periods
(2020 and 2021) and the impact of the differences between the RED I and RED II directives.
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Purpose: The purpose of the study was to identify the importance of process management in
the success of ERP information system implementation.

Design/methodology/approach: The main sources of analyzed information are: the results of
participant observation of the author of the article, a case study based on a face-to-face interview
with the manufacturer and, at the same time, an expert making implementations of an ERP class
information system. A literature review was also performed.

Findings: Based on a survey conducted at a company implementing an ERP Work Manager
information system, it can be concluded that there is a need for organizational knowledge of
business processes, which has a strong impact on individual calculation of the benefits and
effort of implementing integrated information systems.

Research limitations/implications: In the future, it is suggested to conduct similar surveys on
a wider scale. Surveys should be conducted among representatives of organizations in which
such solutions are not yet in place, i.e. among users. There are lasso intentions to conduct
research in the analyzed area in organizations belonging to the micro, small and medium-sized
enterprise sector. In the case study, the expert in the case study referred only to medium-sized
companies. Surveys in the environment of companies belonging to the SME sector are planned
for the second quarter of 2024.

Practical implications: Polish business owners should continue to look for ways to effectively
use the assumptions of process management in the implementation of ERP systems. Learning
in detail about the organization's business processes, will have an impact on eliminating or
reducing the barriers associated with such action.

Originality/value: The analysis performed in the article is a response to reduce the risk of
failure of the implementation of an information system of the ERP class of thinking in Polish
enterprises, especially in the small and medium-sized sector. The value of this article is also to
make entrepreneurs aware of the virtues of process management, which supports the adaptation
of organizations to the ongoing digital transformation.
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1. Introduction

Today's organizations face the need to adapt their structures and processes to the demands
of a changing market. Process management in an organization has been identified for many
years as a particularly important management concept. Nowadays, both in the literature and in
business practice, there is an increasing emphasis on the importance of knowledge and the use
of knowledge to optimize the company's used resources. Therefore, process management is
a fundamental mechanism to prepare an organization for the successful implementation of
an ERP information system. For today's enterprises, implementing an integrated information
system is both a big challenge and an opportunity to reduce bad business decisions in a changing
market environment. The success of the implementation is undoubtedly determined by the
awareness of the processes taking place in the organization, but also by the maturity of the

companies' employees in process thinking.

2. Method

The materials collected and presented in the article provide a synthetic description of the
various stages of the importance of process management in the implementation of ERP
information systems. The research activities, which were Cartier out in 2022, resulted from the
available ERP system implementation reports of the company producing the WORK
MANAGER system (participant observation), as well as a personal interview conducted with
the developer of the WORK MANAGER ERP system and at the same time an expert in the
implementation of information systems supporting the management process (case study).
For the case study using a personal interview, the expert identified 15 medium-sized enterprises
among those served in his own business. The selection of the group of 15 enterprises for the
study was done using the purposive method, and the selected research subjects were enterprises

where management representatives had adequate knowledge of process management initiatives.

3. The concept of process management in a modern enterprise

Process management creates a rationale for building a system based on the ongoing
processes of the organization, which is a combination of strategy and goals in line with customer
expectations (Grajewski, 2012). Strategies are established through a process of research, design,

and ultimately, execution to improve an organization's business processes (Zaini, Saad, 2019).
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In this view, the concept is regarded as classic process management. It assumes identification,
modeling, automation, control, measurement and optimization of business processes taking into
account the implemented strategy, thus increasing the efficiency of the entire organization
(Hermkens, Buuren, Kort, 2022).

Contemporary studies point to the need for companies to evolve towards comprehensive
business process management. This means the need to integrate and coordinate the process in
modern organizations towards integrated process management. Thus, classical process
management becomes one of the main directions of solutions not only of theoretical concepts,
but also of practical solutions of integrated process management (Lukaszczuk, 2016).
Under these conditions, the evolution from classical to integrated process management becomes
one of the main directions of practical solutions and theoretical concepts. It is also the basis for
the successful implementation of ERP information systems.

Integrated process management, based on the consistency of the process-project-knowledge
triad and the synergy occurring between them, is realized through a structured combination,
alignment of concepts and methods based on the process approach (Nowosielski, 2018).
It encompasses the dynamic and comprehensive impact on the organization's processes,
in line with the strategic goals of building value for customers and other stakeholders. Integrated
process management builds on classic process management while ensuring higher efficiency
and adaptation to changing environmental conditions (Badakhshan, Conboy, Grisold,
vom Brocke, 2019).

Process management is about optimising the structure of organisational elements because
of their impact on the value creation of the final outcome of separated processes (Ryzhakova,
Ryzhakov, Petrukha, Ishchenko, Honcharenko, 2019). It is worth mentioning here that the main
advantage of the process view is to break down organisational rigidity, in which functions or
units are often isolated from each other and perform mutually exclusive functions (Sliz, 2022).
This will have the effect of increasing the importance of attitudes such as genuine creativity
and innovation, courage, openness and empathy in dealing with customers, direct
communication (Szmidt, Sidor-Rzadkowska, 2021).

When building a process management system, the organisation should be guided by the
following guidelines (Harmon, 2019):

— identify process maps and optimise the company's activities to meet its strategic

objectives based on individual and group employee processes,

— communicate strategic objectives and gain acceptance of planned activities,

— define and confirm the knowledge, skills and competences of the members of the

organisation necessary to achieve its objectives,

— carry out a valuation of the actions undertaken so that their results can be monitored

and, if necessary, corrected at the implementation stage in terms of compliance with

legal and ethical standards.
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Building a process management system in organisations is a quantitative and qualitative
challenge. This process requires the construction of a coherent process management system
based on field-proven systems, models and tools, supplemented, extended or modified as
aresult of expert support (Nian, Liu, Huang, 2020). It is necessary to segment the processes
into those that are associated with significant implementation costs and those that do not have
a significant impact on the resources consumed and the associated costs. Identifying processes
at this stage allows the most effective solutions to be implemented in the future to evaluate and
optimise them for efficiency. In this situation, it is possible to mention optimisation in relation
to the effectiveness of the implementation of the chosen ERP IT system.

The evolution of process management is a response to the increasing turbulence of the
environment and the changes taking place within the company, the increasing complexity of
internal and external processes, as well as the individualisation of customer needs and
expectations (Lizano-Mora, Palos-Sanchez, Aguayo-Camacho, 2021).

The demands of today's macro and micro-environment of organisations do not allow
process and knowledge issues to be treated separately. Companies that choose to do so are
condemning themselves to market failure as a result of losing the possible synergies that could
be created if a holistic approach integrating these management concepts were taken. The use of
knowledge makes it possible to achieve significant benefits in terms of structuring the way
a company operates, the processes it carries out, reducing costs, increasing flexibility and
transparency, identifying processes, customer orientation and improving its competitive
position (Kosieradzka, Rostek, 2021).

Building such a market position requires an organisation to be constantly engaged in
knowledge management processes. It is not enough just to have knowledge, but it must be
»in motion”. Knowledge becomes meaningful when it is used (Wachol, 2020). The mere fact
of having it and storing it does not create value; on the contrary, using old and outdated
knowledge results in ,,negative value” for the organisation (Chopra, Saini, Kumar, Varma,
Mangla, Lim, 2021). For this reason, knowledge management cannot be a one-off activity;
it must become an ongoing process within the organisation. The knowledge management
process consists of three sub-processes (Smiatek, 2016):

— knowledge distribution, whereby members of the organisation are guaranteed access to

the knowledge contained in the organisation's resources,

— organisational learning, which means acquiring knowledge and developing existing

resources,

— knowledge production, whereby information is transformed into useful ,,here and now”

knowledge, from the organisation's perspective.

Knowledge management is a process that should have been in place for as long as the
organisation has been operating (Corréa, Ziviani, Carvalho, Faria, Parreiras, 2022).
In their daily work, managers should keep in mind a regularity that reminds them of the cyclical

nature of the different processes carried out in the knowledge management structure (Nwankpa,
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Roumani, Datta, 2022). Combining knowledge management with process thinking has the
effect of creating awareness of constantly changing processes. As a consequence of such views,
there is full conviction for continuous improvement of ERP systems which ultimately translates
into the quality of reported company data.

Knowledge management processes in the organisation interact and intertwine
(Zwierzchowski, 2022). While it is possible to detail the stages in the knowledge management
cycle and their consequences, each of these elements can (and should) influence the shape of
other stages in the cycle (Di Vaio, Palladino, Pezzi, Kalisz, 2021).

Process models must be integrated with the implemented workflow models and the process
data generated during process execution. In addition, process models must be designed to use
resources more efficiently. One way to accelerate the response to the organisation's changing
environment is to use best practices related to process knowledge, especially the knowledge of
process participants (Avila, dos Santos, Mendling, Thom, 2020).

A key strategic challenge for organisations is the need to continually adapt processes to the
increasing speed of business in order to keep up with ever-changing technology. This means
that organisations need an acceleration of the process life cycle, a greater frequency of analysis
and change of the indicated processes, perhaps even continuously (Satyal, Weber, Paik, Di
Ciccio, Mendling, 2019).

4. Process approach as a stage in the implementation of an ERP
information system

The considerations presented in the theoretical part are reflected in the implemented
research part. In the case of process management based on knowledge resources, we are dealing
with the acquisition of knowledge, its consolidation in the processes taking place and the
dissemination of knowledge within the organisation. All these activities, undertaken by
organisations, are aimed at achieving tangible benefits that respond to the challenges posed by
the contemporary market. One of the challenges is to build awareness of the need for process
management resulting from the gap that exists in many companies between the organisation's
processes and the ERP information system implemented (Rotchanakitumnuai, Speece,
Swierczek, 2019).

Organisations identified by the expert interviewed declared that incorporating process
thinking into their ERP implementation activities brings significant benefits (Figure 1).
They included among these benefits: the ability to have an up to date assessment of the situation
in the organisation (33.33%), support in finding the business needs served by ERP (53.33%),
and an indication of the ERP vendor's capabilities when selecting a supplier (13.33%).

The main benefits identified in this way have a strong impact on the customisation of the
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integrated IT system to the specifics of the enterprise. Adapting the system to the specifics of

the enterprise significantly increases implementation success and efficiency.

indication of the ERP vendor's

capabilities when selecting a supplier 1 thL

support in finding the business needs

served by ERP 53,33%

ability to have an up to date assessment

0,
of the situation in the organisation et

0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00%

Figure 1. Main benefits of using process management in the ERP implementation process.
Source: Personal analysis of the data gathered in the study.

At the beginning of the article, a statement was made: the need to know the business
processes has a strong influence on the individual calculation of the benefits and effort of
implementing integrated IT systems. Therefore, conscious modelling of business processes
plays an important role, especially in the first stages of an ERP class information system
implementation (Rajaratnam, Sunmola, 2020). This state of affairs, provides answers to a set
of questions:

— How to close the gap between business requirements and business process design and

ERP IT system implementation?

— How do you ensure that your ERP information system is compatible with your

company's end-to-end business processes?

— How do you make sure that the plan documentation reflects the actual implementation?

— How to improve communication between IT experts and end users during and after

implementation?

In the case of organisational management, which also includes the implementation of
IT systems, conscious process management is a necessary element. This is a significant element
of operation, as only a defined, described process can be further analysed, simulated and
improved, optimised. Once such a detailed analysis of all the processes occurring in
an enterprise has been performed, it is safe to proceed with the creation of an ERP
implementation plan. The 15 companies surveyed by the expert in the interview were asked
whether the identification of processes in their business has an impact on the success of the
implementation of an ERP IT system. Consequently, whether this is an action that should be
taken. The answers in this case were almost unequivocal (Figure 2). Only 13.33% of businesses

found it hard to comment.
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definitely yes 66,66%
probably yes 20%
hard to say 13,33%
0,00% 10,00% 20,00% 30,00% 40,00% 50,00% 60,00% 70,00%

Figure 2. Does the identification of processes in a company's operations affect the success of an ERP
implementation?

Source: Personal analysis of the data gathered in the study.

Simulation activities are undertaken on the basis of models of processes occurring in the
organisation and the results of their optimisation. This is due to the fact that before
implementing a process, it is necessary to check how the process will run and what effects it
will have on the organisation, the functioning of the ERP system or its environment
(with system functionalities extending beyond the organisation). In this case, opinions are not
as clear cut as they were in the previous question (Figure 3). A significant proportion of
organisations fail to determine whether the simulation of activities carried out has a beneficial
effect on the organisation. This is explained by the fact that the direct benefits of running
a simulation are not actually quantifiable. The potential of simulation, on the other hand,
1s seen by managers indicating a ,,probably yes” answer, as these activities make it possible to
avoid future, sometimes costly errors in processes and, consequently, in the implementation of

an ERP system. It enables better process design and verification in a secure test environment.

definitely yes 20%
probably yes 60%
hard to say 20%
0% 10% 20% 30% 40% 50% 60% 70%

Figure 3. Benefits of implementing process management in an ERP information system implementation
- process simulation.

Source: Personal analysis of the data gathered in the study.

Analysing the results of the research conducted, it can be concluded that undoubtedly
companies see an opportunity to improve their effectiveness of the implementation and use of
an ERP-class information system, by performing the identification and analysis of business
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processes in advance. This is clearly visible in the structure of the responses to the research
questions. The organisations invited to participate in the study belong to the group of those that
are aware of the processes taking place in them and at the same time realise their importance
for their current and future functioning. These are organisations that have implemented process
management in their operations, and the vast majority of them consciously use this way of
thinking in the use of the implemented ERP class IT system. This is an unmistakable sign of
the changes taking place in the market, and given the significant need to increase the
effectiveness of ERP class information systems implementations, we can speak of the necessity
of implementing process management before introducing integrated information systems into
the organisation. Companies that have chosen to use process management prior to
implementing an ERP information system must be ready to embrace change. The very fact of
using knowledge resources means that organisations must be ready to continuously identify,

model, optimise, simulate, monitor, report and improve their processes.

5. Conclusion

The article cites 2022's own research, which was a case study and literature research.
The case study was based on an analysis of 15 Polish medium-sized process managed
companies. They clearly indicate that Polish enterprises are also becoming aware of the need
not only to take care of their current processes, but also to adapt them to changes both dictated
by the environment and resulting from the organisation's internal conditions. These changes
increasingly include the implementation of ERP class IT systems. For the implementation of
the indicated tasks, it is absolutely necessary to reach for process management in order to reduce
the level of risk of implementing changes.

The research is also a source of knowledge for managers implementing ERP
implementation projects. The considerations presented in the article have both cognitive and
applied value.

The changes taking place in a dynamic environment, the lack of clearly defined processes,
the operating management standards adopted in a modern company and the growing
competition have forced the decision to look for solutions that will increase the effectiveness
of the implementation of an ERP class information system (Grochowski, 2022). One important
mechanism, unnoticed .by entrepreneurs, is the inculcation of process thinking and, at a later
stage, process management. Therefore, entrepreneurs mainly highlighted such benefits:
the possibility of an up-to-date assessment of the situation in the organisation, support in finding
the business needs supported by the ERP, learning about the capabilities of the ERP vendor

when selecting a supplier.
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Despite the long standing existence of Enterprise Resource Planning class systems on the
Polish and international market, 25% of implementation projects fail and 50% fail to meet
customer expectations. One of the fundamental factors increasing the level of effectiveness of
an ERP implementation is the need for organisational knowledge of business processes, which
has a strong influence on the individual calculation of the benefits and effort of implementing
integrated IT systems.

The maturity of an organisation, understood as an appropriate level of development of the
processes, structures, people and systems that make up the organisation, is one of the factors

involved in the process of implementing an ERP class information system.
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1. Introduction

Social media (SM) is becoming more and more integrated into many different aspects of
the academic world, including teaching, research and professional networking (Chawinga,
2017; Purwanto et al., 2023; Rowan-Kenyon et al., 2016).
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Using social media by academic teachers can have a positive impact on the didactic process,
in particular by providing a new platform to engage and motivate young students (Cooke, 2017).
It is very important, especially for the growth of generations Y and Z, who have spent their
entire lives in the digital environment (Briggs, 2020; Deloitte Insights, 2021; Karasek, Hysa,
2020; Moczydtowska, 2020; Wolfinger, McCrindle, 2014). The use of social media in the
educational process is inevitable, although it requires the acquisition of new skills (Kumar,
Nanda, 2019; Purwanto et al., 2023). Social media allows teachers to break the routine, makes
teaching more attractive and also removes the feeling of burnout, which occurs especially after
20-30 years of work (Anderson, 2019; Keenan et al., 2018; Manca, Ranieri, 2016). Although
increasingly adopted by Polish academics, social media remains less prevalent than in other
countries (Mazurek, 2018; Sobaih et al., 2016). This is due to many barriers that appear during
the use of social media in the wider academic sphere (Manca, Ranieri, 2016). The most common
barriers are privacy concerns, plagiarism, and a negative impact on students' productivity
(Wasek, 2019). The development of technology makes it possible to precisely track internet
user activity, leading to legitimate privacy concerns. Additionally, teachers may refrain from
implementing social media as an educational tool to prevent students from gaining access to
their personal lives. Another noteworthy issue is students' lack of independence in using social
media, which leads to plagiarism. In particular, GPT artificial intelligence has been over-used
by students recently (Steele, 2023; Yu, 2023). However, there is a lack of deep research on this
subject in Poland.

Therefore, the primary aim of this article is to determine the level of utilisation of social
media in university teachers' educational activities, along with identifying the primary
obstacles. Following an introduction, the article is divided into three chapters. The first chapter
presents the literature review on the use of social media in the didactic process at universities.
The second chapter is a presentation of the research methodology. The third chapter contains
an analysis of the results of a study and discussion. The material for the analysis was collected
through an online survey of academic teachers. Finally, the article concludes.

2. Literature review

Today, information technology, the internet and social media are inescapable. Therefore,
it is reasonable to assume that they can impact all aspects of our lives, both in private and
professional spheres. Social media's popularity has made it a widely studied subject in various
disciplines (Anderson, 2019; Boahene et al., 2019), including its usage in higher education.
With the emergence of internet technology, social media has become an essential component
of every student's life. Social networking makes it easier and more convenient to share
information, communicate and stay connected (Dogan et al., 2018). Teachers and students can

use social platforms to stay connected and use them for educational purposes. As Romero
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(2015, pp. 1-15) points out, the use of social media in education can translate into higher quality
education; improving communication between lecturers and students and between students
themselves, shaping and developing their 'digital competencies' (Romero, 2015). Mazurek
(2018) points out that the use of social media in teaching encourages students to actively
participate in class, and supports critical thinking and collaboration (Mazurek, 2018).

Au, Lam and Chan (2015) found that the inclusion of social media in the teaching process
makes the role of lecturers change. They then become not 'teachers' but rather 'coordinators' or
‘mentors' who set the tone and encourage students to discuss and work. Therefore,
the big challenge of using social media as an educational tool is that it requires a new
pedagogical approach. Age is important in terms of the decision to use social media for teaching
Several studies indicate that social media are increasingly utilised as educational resources by
younger scholars (Anderson, 2019; Au et al., 2015; Horzum, 2016; Kumar, Nanda, 2019;
Mazurek, 2018). Keenan et al. (2018) reveal three values for social media: engagement:
reaching students inside and outside of the classroom, utility: familiarity and immediacy,
sharing: collaboration and dissemination (Keenan et al., 2018).

However, some factors discourage academic teachers from using social media. One of the
most commonly cited is privacy concerns (Au et al., 2015; Mazurek, 2018). Academics are
afraid of using social media because of loss of privacy, cyberbullying, and stalking (Korzynski,
Protsiuk, 2022; Tandon et al., 2021). Moreover, lecturers may not wish students to have insight
into their personal lives (Sobaih et al., 2016). Another issue identified is the fear of losing
influence over the teaching process (Au et al., 2015). Although universities aim to improve
educational outcomes by promoting teamwork among students and members of the research
and teaching staff, there is still concern about losing control over the quality of teaching and
learning processes. Moreover, social media can also have a negative influence on students’
productivity (Chawinga, 2017; Manca, Ranieri, 2016; Rowan-Kenyon et al., 2016; Wushe,
Shenje, Jacob, 2019). It can be potentially time-wasting, distract and overwhelm other
information that students receive (Boahene et al., 2019; Chakraborty et al., 2013). Plagiarism
is also another concern including misuse of social media in a didactic process.
In communication with students, teachers also complained about students' expectation of
instant, quick answers (on e-mails, blogs, tweets, posts, etc) (Cooke, 2017; Manca, Ranieri,
2016).

Despite the vast number of studies published on social media adoption for didactic purposes
in higher education, there is a lack of research regarding teachers' perspectives on how to
implement social media and the impact it has on learning outcomes within this adoption.
Hence, the following research questions have been developed:

1. How do academic teachers in Poland use social media in the didactic process?

2. What are the main concerns of teachers regarding the use of social media in working

with students?

3. What are the main perspectives related to the use of social media by academic teachers?
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3. Methods

Data were collected in June 2023 through a survey conducted on a sample of academic
teachers of the Faculty of Organization and Management at Silesian University of Technology
using the CAWI (Computer Assisted Web Interview) method. This was a preliminary study to
verify the research assumptions and evaluation of the measurement tool. In this article,
only research related to the didactic work of academic teachers is presented. The study used
a purposive sample as it aimed to interview all teachers working at the Silesian University of
Technology in the field of Management Science and Quality (n = 118).

The questionnaire consisted of three parts. The first part concerned the use of social media
by teachers in didactic and research work, the second part contained questions about concerns
and opportunities related to the use of social media. The last part included questions
about teachers' work performance. The questionnaire included also questions about
sociodemographic data.

The survey was dominated by closed questions with a 5-point Likert scale, where
1 represented strongly disagree and 5, strongly agree. However, there were several open
questions where respondents could explain their previous choices or enter comments.
After an initial selection of the collected questionnaires, sixty-nine were qualified for further
analysis, which is 58% of all teachers working at the Faculty of Organization and Management
at The Silesian University of Technology and in the field of Management Science and Quality.

The structure of the survey sample is shown in Table 1.

Table 1.
Structure of the survey sample
Item %0
Sex male 55.1
female 44.9
up to 28 16.2
29-42 29.3
Age 43-59 49.2
60-67 53
above 67 0
research and teaching 69.6
Position only research 11.6
only teaching 18.8

N =69.
Source: own study.

Both women (44,9%) and men (55.1%) took part in the study. Almost half of the
respondents (49.2%) were between 43 and 59 years old. They represent the X generation.
One-third of respondents (29.3%) were between 29 and 42 years old. It is the Millennium
generation. People from the Z generation, under 28 years of age, constituted 16% of the

respondents. The rest of the respondents were more than 60 years old. They represent the oldest
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generation, Baby Boomers. Most people participating in the study worked in research and
teaching positions (69.6%). Respondents who held only research positions constituted only

11.6% and only teaching positions 18.8%.

4. Results and Discussion

The first question was about using social media (SM) for professional work (both didactic
and research work!) by academics. Every fifth respondent stated that they did not use social
media at all (21.7%). 7.2% of academics have been using SM for less than one year, 18.8%
from two to three years, 14.5% from four to five years, 20.3% from six to ten years and 17.4%
over ten years (Figure 1). However, the answers were significantly dependent on age.
Most of the academics who didn’t use SM at all for professional work were over 43 years old.
All younger respondents (from generations Y and Z) used SM for their work for more than six
to ten years. These responses support other established research (Manca, Ranieri, 2016),

but in opposite to the research (Keenan et al., 2018).

How long have you used 5M for professional work?

I don't use it at all 21,7%
Less than 1 year 7,2%
From 2-3 years 18,B%
From 4-5 years 14,5%
From 6-10 years 20,3%
Ower 10 years 17,4%

Figure 1. Academic teachers' use of social media in their professional work.
Source: Own work.

It is worth noting that almost one-fifth of teachers started using social media at work
for 2-3 years, which was certainly contributed to by the Covid-19 pandemic, which began in
the world 3 years ago (Charina et al., 2022; Podgorska, Zdonek, 2022; Zdonek, Krél, 2021).

The results confirm many other studies that education systems and educators have been
forced to adopt “emergency education,” shifting from traditional face-to-face learning
pedagogies to remote virtual platforms. This forced distance teaching and learning contributed

to the increase in teachers' digital competencies (Godber, Atkins, 2021; Selvaraj et al., 2021).

! For editorial reasons, not all aspects of the research are presented in this article.



134 B. Hysa

Analysis of answers, regarding different SM platforms/portals in didactic work, showed that
academic teachers use typical SM platforms. As shown in Figure 2 the most popular
SM platforms/portals in a teaching process were video platforms e.g. Zoom, Teams, Skype
(66.7%), data clouds e.g. OneDrive, Google Drive, Dropbox (51.9%), YouTube (38.9%).
This is in line with other research (Boahene et al., 2019; Godber, Atkins, 2021; Romero, 2015).
This is not surprising because video platforms were essential in teaching during the COVID-19
pandemic. Clouds improve the process of storing and transmitting information. Many YouTube
videos are academic and professional, and if used properly, can enhance classroom discussions

and engage students through images and sounds.

SM platforms/portals for working with students

Video platforms YouTube Discord Twitter Signal

Figure 2. Used platforms/portals for working with students.
Source: Own work.

Academic teachers used Messenger or WhatsApp (33.3%) only in communication with
students. However, significant differences were observed in the use of social media by the
various generations. Younger academic teachers are more willing to use social media tools in
their work both in communication with students and during lectures. Compared to other
countries (Boahene et al., 2019; Chawinga, 2017) Polish academics rarely use Instagram (9.3%)
Twitter? (3.7%) and Facebook (1.9%) in their teaching process.

The respondents who admitted they didn’t use social media at all were also asked why.
Preference for other forms of cooperation and communication (66.7%) was the main reason for
not using social media by respondents. Interaction between a student and a teacher is still based
on face-to-face contact during designated consultations at a specific time and place.
Older generations of teachers in particular prefer this form of contact or via email.

At present, every academic teacher is obliged to have an email address. After the lockdown,
because of the Covid pandemic they also much more often use remote education platforms to
contact students, send the necessary materials for classes and solve problems that arise

regularly.

223 July 2023 Twitter's name and logo were changed to X platform.
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Privacy concerns were the second most common reason given by respondents for not using
social media (46.7%). These results confirmed previous findings ((Mazurek, 2018) where
51% of respondents were concerned about privacy. Surprisingly, 40% of teachers stated that
SM was not necessary for their work, which was contrary to Mazurek's (2018) study where
17% stated this. Other reasons given by respondents for not using social media for teaching
purposes include: I'm not interested in posting on SM (33.3%), I think the service takes too
much time 6.7%.

Respondents were also asked about their attitudes to using social media in a didactic process
and how social media and new technologies (e.g. IA) have changed and will change their work
with students. There were several statements to agree or disagree with (Figure 3).

According to the results, thirty percent of respondents (33.3%) (answers [ strongly agree /
I rather agree -57.4%) admitted that SM has significantly changed the way they teach.
37% percent of respondents answered that SM has significantly changed the way they
communicate with students. It is worth paying attention to the neutral answers of the
respondents because almost thirty percent of the academic teachers said so. This may mean they
are not sure or don't want to admit it. Additionally, almost forty respondents (38.9%) claimed
that the use of SM for professional purposes would not have developed so much if there had
been no COVID-19 pandemic. This shows the positive side of the pandemic: teachers of all

ages have had to make an effort to improve their digital skills.
Past and future directions of changing

| believe that due to the rapid development of
Al (e.g. OpenAl GPT), it will be necessary to 29,6% 11,1582

change the way we work with students

In the near future (up to 5 years), all teachers

0, 0, 0 )
will be forced to use SM in their teaching work 208 i e 3%

SM has significantly changed the way |

0, 0, 0,
communicate with students 2rs 14,80

| think that if there was no Covid-19 pandemic,
my use of SM for professional purposes would  E:#174
not have developed so much

11,192,2% 8%

SM has significantly changed the way | teach [PZR 7 27,8% B3 7%

0,0% 20,0% 40,0% 60,0% 80,0% 100,0% 120,0%

B | strongly agree M| rather agree M| have no opinion M| rather disagree M| strongly disagree

Figure 3. Past and future directions of changing in the didactic process.

Source: Own work.
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Looking for the future directions of social media in the context of the teaching process,
academics had diverse opinions. Almost forty percent of respondents (38.9%) (answers
I strongly agree / I rather agree -55.6%) believe that due to the rapid development of Al
(e.g. Open Al), it will be necessary to change the way they work with students but also 29.6%
of respondents indicated neutral option and 19.8% disagree with this statement (they indicated
options I rather disagree/ I rather disagree. Similarly, 27.8% of academic teachers admitted
that in the near future (up to 5 years), all teachers will be forced to use SM in their teaching
work, and the same percent of respondents indicated a neutral option (27.8%) This may indicate

that those surveyed feel uncertain about the direction of social media in teaching.

5. Summary

Social media has dramatically changed the educational process in recent years. Especially
since the spread of the COVID-19 pandemic, the universities have transformed teaching and
learning and the lecturers have been conducting online classes.

Academic teachers in Poland are increasingly integrating social media into their teaching
and professional activities, recognizing its potential to engage and motivate students,
particularly those from younger generations like Gen Y and Gen Z. However, there are several
concerns related to the use of social media in academia. Privacy concerns, plagiarism,
and negative impacts on student productivity are common barriers. Teachers are concerned that
students' reliance on social media may result in immediate responses.

Research on this topic in Poland is limited, prompting a study to assess the utilization of
social media among university teachers and identify primary obstacles. The survey revealed
that while many teachers have adopted social media for professional use, there are age-related
differences in their adoption. Younger teachers are more inclined to use social media tools in
their teaching. Video platforms, data clouds, and YouTube are the most popular platforms used
for teaching, likely due to the COVID-19 pandemic.

Privacy concerns and a preference for other forms of communication were the main reasons
cited for not using social media in teaching. A significant percentage of teachers also indicated
that they didn't believe social media was necessary for their work. Nevertheless, a considerable
portion of respondents acknowledged the positive impact of social media on their teaching
methods and communication with students.

Teachers expressed varying opinions on the future of social media in education, with some
believing that the rapid development of Al, such as OpenAl, will necessitate changes in their
work with students, while others remained uncertain about the direction of social media in

teaching.
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In summary, while Polish academic teachers are increasingly using social media in their
teaching and professional work, there are concerns and uncertainties regarding its long-term
impact and the need for new pedagogical approaches to fully harness its potential.

As this study was not representative of the population as a whole, the results cannot be
generalised to society as a whole. They can only be treated as tendencies, which require deeper
research. Looking at the future directions of social media in the higher education process in
Poland, the use of social media tools for academic teachers will be inevitable. As technology
GPT and the world continue to develop, academic teachers must also develop to meet the new

challenges that arise.
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1. Introduction

Recent years have seen dynamic development and transformation of ICT resources and
competencies. Socio-economic processes are becoming increasingly reliant on new
technologies and so is the information society, which we have turned into, both in the public
and private spheres. The coronavirus pandemic also brought about significant changes that
contributed to the transformation of economies in numerous countries. Enterprises, public
administration units, educational institutions, health care facilities, citizens, etc. faced both
challenges and opportunities arising from the rapid introduction of remote work and remote
communication, digitization of internal processes, acceleration of operations due to the use of
the internet, etc. (Goban-Klas, Sienkiewicz, 1999).

These developments have not only catapulted digital transformation but also provided
employees with new convenient solutions, e.g. electronic document signing, electronic
document circulation, video verification, biometric technologies, remote work management and
remote task monitoring tools and software, data analysis systems, etc. Of course, the scope and
the nature of changes made by various enterprises and organizations was and is dependent on
their type and size as well as their ability to adopt technological innovation and maintain
optimum competitiveness at the same time (Sledziewska, Wtoch, 2020).

Some of the most common technologies include e-commerce - a subset of e-business
gaining increasing popularity over recent years, virtual reality, artificial intelligence, cloud
computing, blockchain, mainframe technology, etc. The Internet of Things is becoming
an integral part of our daily lives, with new technologies employed not only in households,
but also in workplaces. Artificial intelligence is growing in importance, as it can replace humans
in many situations and support decision-making. Chatbots and voicebots are being adopted by
companies to provide customer service 24 hours a day (Gajewski et al., 2016).

The current digital revolution requires continuous education and training of young people
so that they can learn to use various IT tools and develop digital skills, which i.a. prevents
digital exclusion. Digital reality forces us to acquire, process and manage information and apply
new technologies. However, when using modern technologies, we mustn’t forget about
potential threats they pose, which is why new cybersecurity measures are being introduced.

To sum up, the COVID-19 pandemic threatened the global economy, including the
economy of the European Union. The measures taken by the EU countries in response to the
pandemic such as restrictions on social contact, quarantine, travel restrictions or bans for certain
countries, shutdown of commercial and cultural facilities, restrictions imposed on tourism,
transport, etc., had a significant impact on the functioning of public administration, as well as
large, small and medium-sized enterprises in the European Union.

The study analyzes internet and ICT usage by enterprises in the selected country in the years
2020-2013 with special focus on the COVID-19 pandemic period.
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The aim of the paper is to employ the proposed taxonomic distance methods to investigate
the level of the use of information and communication technology by enterprises in Poland and

in selected European countries during the examined periods.

2. The set of diagnostic characteristics of the problems under study

The study examines the use of the internet and information and communication technologies
by enterprises of the selected country, with special emphasis placed on the Covid-19 pandemic
period. Data were drawn from Eurostat, taking into account the thematic scope of the study and
data availability. The diagnostic variables selected for the study had to be measurable and best
describe the level of development of the examined phenomenon. Based on the calculated values
of the coefficients of variation and the results of verifying correlation analysis conducted by
means of an inverted correlation matrix, the final set of diagnostic characteristics which
describes the phenomenon for a given country was adopted (Mtodak, 2006; Panek, 2009; Zelias,
2004; Narayan, 2004; Fisher, 1978; Hartigan, 1985; Jardine, Sibson, 1971). Due to the lack of
statistical data, it was necessary to reduce the thematic scope of the dataset. The final set of
diagnostic variables was the basis for the analysis (due to the construction of the synthetic
variable, x¢ was added) (Bolch, Huang, 1974; Anderberg, 1973; Cole, 1969; Gordon, 1981;
Greenacre, 1984; Harrison, 1968). The following set of variables was adopted in years: 2013,
2014, 2015, 2016, 2017, 2018, 2019, 2020.

x1 - Number of enterprises having received orders online — [%] of enterprises (S).

x2 - Share of enterprises' turnover on e-commerce — [%] (S).

x3 - Percentage of the ICT sector on GDP [%] (S).

x4 - Digital single market - promoting e-commerce for individuals [%] (S).

x5 - High-tech exports [%] (S).

Xe - Population on 1 January (S).

x7 - Number of individuals using the internet for selling goods or services [%] (S).

xg - E-banking and e-commerce [%] (S).

X9 - Individuals using the internet for interacting with public authorities [%] (S).

x10 - High-tech trade by high-tech group of products in million euro (S).

x11 - E-government activities of individuals via websites [%] (S).

In describing the variables, the determination S — stimulant was introduced (Mika, 1995).

The table 1 includes descriptive characteristics of the variables.
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Table 1.
Basic descriptive characteristics of variables
Variable Years
2013 2014 2015 2016 2017 2018 2019 2020
X1 Vx [%] 45,30 44,09 40,12 41,22 35,19 36,38 36,43 31,73
x 13,15 13,58 14,41 15,14 15,98 16,12 17,55 18,28
min 48 53 5,8 5.4 73 5,7 7,4 83
max 25,7 26,5 24,6 26,6 24,3 28,8 29.6 29.6
X2 Vx [%] 43,14 49,50 44,07 45,08 42,43 44,08 45,46 36,32
x 12,28 13,19 14,94 15, 16,67 16,37 16,96 17,86
min 2.7 3.1 52 3,9 5,4 52 4,5 6,1
max 25,7 293 29,8 30,5 314 32,5 32,6 314
X3 Vx [%] 24,13 24,77 23,24 23,27 26,44 24,72 26,42 26,28
x 4,08 4,09 4,19 4,28 447 4,52 4,74 5,04
min 2,41 2,56 2,97 2,99 3,03 3,13 335 3,4
max 6,55 6,9 6,86 6,94 7,77 743 8 8,02
X4 Vx [%] 39,49 34,87 33,46 31,97 30,18 26,37 25,79 18,41
% 2,21 45,34 48,28 49,58 52,55 55,00 58,38 65,00
min 14,05 16,68 16,46 17,68 22,09 26,91 26,83 38,81
max 72,72 73,08 75,02 75,87 77,27 78,43 80,57 83,99
X5 Vx [%] 56,75 53,92 45,88 40,98 42,66 43,88 43,49 44,84
y 11,21 11,57 11,76 11,45 11,62 11,81 12,06 12,99
min 4 3.9 4.4 5,1 5,4 5,8 6.3 6,8
max 28,5 28,7 24,1 21,7 22,5 24,1 23,7 29,6
X6 Vx [%] 126,5 126,8 127,0 1274 127,6 1277 127.8 1278
x 19460352,1 | 19566108,9 19609629,5 19668161,3 19689361,5 19707839.8 19689380,0 19698716,1
min 422509 429424 439691 450415 460297 475701 493559 514564
max 80523746 80767463 81197537 82175684 82521653 82792351 83019213 83166711
X7 Vx [%] 60,7 56,9 54,4 51,9 54,2 48,8 51,9 49,2
x 15,2 15,3 15,0 14,1 15,4 16,7 16,6 18,6
min 9,24941835 | 8,738795773 | 8,133485699 | 7,318490305 | 8,329110164 | 8,169300665 | 8,602895224 | 9,177714857
max 35,05 28,98 31,47 29,39 31,02 32,05 31,71 33,14
X8 Vx [%] 424 41,8 41,3 39,6 37,7 35,7 34,8 30,1
x 475 492 5022 52,8 543 57,1 59,6 62,8
min 8,07 7,6 8,8 6,73 8,56 10,86 12,34 19,44
max 89,9 91,02 91,4 91,12 92,05 92,69 94,85 94,34
X9 Vx [%] 37,1 32,9 36,2 35,0 34,6 33,2 31,7 28,8
x 45,0 51,7 514 54,8 55,3 574 60,2 64,3
min 8,66 18,82 16,47 15,66 13,78 13,44 17,92 21,68
max 80,02 86,71 86,74 88,17 90,73 88,8 92,63 92,51
X10 Vx [%] 71,99 72,61 72,73 71,56 71,53 70,75 71,18 74,22
X 4894,26 5056,97 5802,45 6065,23 6640,76 7021,47 7501,41 7518,16
min 449,87 310,17 304,92 265,43 254,86 461,69 54191 555,67
max 65918,79 71091,27 7551421 76279,64 78517,53 80291,39 83973,62 83421,35
X11 Vx [%] 40,7 36,9 43,0 424 39,2 36,5 36,3 33,7
x 45,4 53,9 52,1 55,0 574 60,9 62,1 65,7
min 5,06 10,74 10,98 8,68 8,22 8,44 11,11 14,76
max 77,06 90,85 94,3 93,23 91,72 92,6 94,57 93,95

Source: based on own research (https://ec.europa.eu/eurostat).

In addition, for the selected data set, a graphical presentation of data from the Eurostat
website has been added to compare the years 2013 and 2020 and to identify possible similarities

or differences. The diagrams are shown below.
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Figure 1. - Number of enterprises having received orders online — [%] of enterprises — 2013 and 2020.

Source: https://ec.europa.eu/eurostat.

The second variable was then taken into account - Share of enterprises' turnover on

e-commerce — [%] — 2013 and 2020.
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Figure 2. Share of enterprises' turnover on e-commerce — [%] — 2013 and 2020.

Source: https://ec.europa.eu/eurostat.
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Source: https://ec.europa.eu/eurostat.
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Figure 5. E-government activities of individuals via websites [%] — 2013 and 2020.

Source: https://ec.europa.eu/eurostat.

3. The synthetic variable

The first information about the synthetic variable can be found in the works of Z. Hellwig,

who developed a method for presenting a complex phenomenon by means of one synthetic
variable (Edwards, Cavalli-Sforza, 1963; Hellwig, 1972). Variables which describe a particular
phenomenon are usually diverse in character, as there are both stimulants and destimulants
among them (Mika, 1995; Wishart, 1969). The aim of the synthetic variable is to aggregate all

the structure features of the variables that are used for its construction (Chomatowski,
Sokotowski, 1978; Zelias, 2004; Strahl, 1990; Malina, 2008; Hartigan, 1975; Sneath, Sokal,
1973; Szczotka, 1972; Ward, 1963; Everitt, 1974; Johnson, 1967).

The analyzed set of diagnostic variables includes stimulants and destimulants, which have

to be converted into stimulants according to formula (Zelia$, 2004; Strahl, 1990; Tryon, Bailey,

1970):


https://ec.europa.eu/eurostat
https://ec.europa.eu/eurostat
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X = 2% —x[,i=1,..,omj=1, ., kit=1,.,n, (1)

where:

xl-Djt - the value of the destimulant for the object 7 in time unit ¢,

S

Xjj¢ - the value of the stimulant for the object i in time unit 7,

X - weighted average of selected variable for countries,
k - the number of variables that make up the final set of variables,
m - the number of objects,

n - the number of time units.

A negative value of the stimulant for a given object indicates its unfavorable state.
The next step involves normalizing variables by means of formula (Chomatowski, Sokotowski,
1978; Pociecha et al., 1988; Mtodak, 2006; Panek, 2009; Zelia$, 2004; Strahl, 1998; Malina,
2008):

Sijt = s )

m L
i=1%ijt
Sij¢ - the value of the normalized j-th variable for object i in unit time ¢,

I=1,...mj=1,..,kt=1,...n

The transformation preserves the volatility of the variable and the measurement scale.
Once the variables are normalized, we synthesize each of the selected groups of measures and

calculate a synthetic variable (the arithmetic mean of the normalized variables).

4. Determination of a synthetic variable - an empirical example

Once the variables are normalized, we synthesize each of the selected groups of measures
and calculate a synthetic variable. The values of the synthetic variable for the i-th country in
time tare: z;; (t=1, ...,n,I=1, ..., m). The analysis covered 17 countries (m = 17, Belgium,
Bulgaria, Czechia, Germany, Estonia, France, Italy, Latvia, Lithuania, Hungary, Malta, Austria,
Poland, Romania, Slovenia, Slovakia, Finland), the time frame was 8 years (n = 8, 2013, 2014,
2015, 2016, 2017, 2018, 2019, 2020) and the number of variables was 11 (k = 15, variables
listed in the previous chapter). Table 2 shows the calculated values of the synthetic variable for

selected countries in the years analysed.
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Table 2.
Determined values of the synthetic variable
Country Years

2013 2014 2015 2016 2017 2018 2019 2020
Belgium 0,0679 0,0697 0,0685 0,0692 0,0677 0,0696 0,0720 0,0700
Bulgaria 0,0286 0,0260 0,0268 0,0254 0,0261 0,0276 0,0279 0,0301
Czechia 0,0647 0,0677 0,0619 0,0623 0,0645 0,0674 0,0696 0,0665
Germany 0,1159 0,1136 0,1165 0,1153 0,1134 0,1088 0,1061 0,1051
Estonia 0,0539 0,0605 0,0639 0,0640 0,0600 0,0598 0,0573 0,0556
France 0,1047 0,1010 0,1012 0,0984 0,0965 0,0932 0,0928 0,0874
Ttaly 0,0515 0,0514 0,0533 0,0523 0,0536 0,0547 0,0539 0,0554
Latvia 0,0386 0,0411 0,0426 0,0460 0,0465 0,0452 0,0443 0,0470
Lithuania 0,0410 0,0405 0,0420 0,0438 0,0460 0,0456 0,0472 0,0483
Hungary 0,0563 0,0579 0,0563 0,0551 0,0546 0,0566 0,0565 0,0614
Malta 0,0590 0,0583 0,0585 0,0571 0,0592 0,0606 0,0605 0,0623
Austria 0,0598 0,0569 0,0578 0,0582 0,0583 0,0556 0,0564 0,0570
Poland 0,0511 0,0528 0,0532 0,0567 0,0554 0,0560 0,0574 0,0553
Romania 0,0255 0,0264 0,0273 0,0273 0,0274 0,0285 0,0292 0,0350
Slovenia 0,0564 0,0517 0,0465 0,0463 0,0477 0,0480 0,0458 0,0468
Slovakia 0,0558 0,0546 0,0537 0,0534 0,0542 0,0561 0,0548 0,0543
Finland 0,0691 0,0700 0,0701 0,0691 0,0690 0,0666 0,0682 0,0624

Source: based on own research (https://ec.europa.eu/eurostat)

For the determined values of the synthetic variables, a graph is presented below.

Figure 6. Synthetic variable values in 2013, 2014, 2015, 2016, 2017, 2018, 2019, 2020 for selected

countries.
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Source: based on own research.

The determined values of the synthetic variable describing the level of the analyzed
phenomenon allow the countries to be ranked from the best to the worst. Table 3 shows the rank

values assigned to the surveyed countries for the subsequent years analyzed.
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Table 3.

Positions of selected countries by the level of the use of information and communication
technology by enterprises in Poland and in selected European countries during the examined

periods
Country Years
2013 2014 2015 2016 2017 2018 2019 2020
Austria 6 9 8 7 8 11 10 8
Belgium 4 4 4 3 4 3 3 3
Bulgaria 16 17 17 17 17 17 17 17
Czechia 5 5 6 6 5 4 4 4
Estonia 11 6 5 5 6 7 8 9
Finland 3 3 3 4 3 5 5 5
France 2 2 2 2 2 2 2 2
Germany 1 1 1 1 1 1 1 1
Hungary 9 8 9 10 10 8 9 7
Italy 12 13 11 12 12 12 12 10
Latvia 15 14 14 14 14 15 15 14
Lithuania 14 15 15 15 15 14 13 13
Malta 7 7 7 8 7 6 6 6
Poland 13 11 12 9 9 10 7 11
Romania 17 16 16 16 16 16 16 16
Slovakia 10 10 10 11 11 9 11 12
Slovenia 8 12 13 13 13 13 14 15

Source: based on own research (https://ec.europa.eu/eurostat)

Analyzing the results, we can conclude that:

e the countries with the highest level of the phenomenon at the time studied are: Germany,

France, Finland, Belgium,

e Poland maintained the highest level in 2019 (7), and the lowest in 2013 (13),

e countries with the lowest level are: Bulgaria, Romania, Latvia, Lithuania.

5. A distance matrix of the countries under study with respect
to the problems examined in the paper

A multivariate comparative analysis is closely related to the quantitative disciplines.

Taxonomic methods, which involve ordering a set of objects, are often employed to investigate

research problems and research areas for which other tools cannot be applied.

Determining the distance between pairs of analyzed objects is a key element of the

taxonomic analysis of multidimensional objects. A distance matrix provides a basis for

comparing objects (countries). It is of the following form (Zelias, 2004; Malina, 2008; Malina,
Zelias, 1998):

D =

d11

dml

dim
Fols 3)

dmm
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where d;; — the distance between i-th and j-th object, (i,j = 1, ...,m ) (Matrix D is determined
for the relevant year in the analyzed time interval, ¢ = 1,...,n), respectively: d;; = 0 - the
compared objects are identical, d; ;70 - the greater the value, the more dissimilar the objects
are.

Matrix D allows for individual analysis of objects. The mutual position of objects can be
described by means of a similarity or dissimilarity function (Zelias, 2004). The subject literature

offers various distance measures, and this study applies — Chomatowski-Sokotowski measure
(Mtodak, 2006; Panek, 2009; Zelias, 2004).

6. A distance matrix of the countries under study with respect
to the problems examined in the paper - an empirical example

We start the taxonomic analysis by constructing a three-dimensional data matrix
X = [xi]-t], k - the number of variables that make up the final set of variables (k = 11),
m - the number of objects (m = 17), n - the number of time units (rn = 8). Then we determine the
normalized matrix according to the previously discussed theory. For each year, we calculate the

distance matrix between the surveyed countries. Table 4 presents the distance matrices between
the analyzed countries for the years: 2013, 2018, 2019, 2020.

Table 4.
Distance matrix - for the year 2013

Belgium Bulgaria Czechia Germany Estonia France Italy Latvia Li ia Hungary Malta Austria Poland Ro: ja Slovenia Slovakia Finland

Belgium 0 0,026537 0,014061 0,033637 0,018108 0,030361 0,027865 0,019453 0,017801 0,015186 0,023287 0,012579 0,020441  0,0306 0,01999 0,010365 0,016491
Bulgaria | 0,026537 0 0,024824 0,05751 0,018617 0,050423 0,050423 0,012754 0,016245 0,017895 0,022963 0,022651 0,019788 0,013373 0,021924 0,018555 0,027505
Czechia | 0,014061 0,024824 0,042315 0,031284 0,040469 0,040469 0,022696 0,021221 0,012435 0,020824 0,016899 0,020293 0,028774 0,025808 0,01242 0,023754|
Germany| 0,033637 0,05751 0,042315 0 0,046085 0,018166 0,041659 0,051268 0,049616 0,04349 0,049798 0,038671 0,041924 0,058499 0,046726 0,041639 0,045509
Estonia | 0,018108 0,018617 0,019841 0,046085 0 0,03651 0,03651 0,011182 0,014344 0,01107 0,015091 0,010559 0,022217 0,026593 0,015134 0,014137 0,015722
France | 0,030361 0,050423 0,040469 0,018166 0,03651 0 0,034436 0,042822 0,045557 0,035168 0,038943 0,029658 0,034701 0,051276 0,033996 0,037547 0,036979
Italy 0,027865 0,021058 0,031284 0,041659 0,032086 0,034436 0 0,02462 0,027458 0,02796 0,036279 0,02862 0,012817 0,01905 0,034378 0,028798 0,039191
Latvia 0,019453 0,012754 0,022696 0,051268 0,011182 0,042822  0,02462 0 0,00597 0,015608 0,018211 0,01526 0,01617 0,017698 0,016065 0,013058 0,020899
Litt ia 0,017801 0,016245 0,021221 0,049616 0,014344 0,045557 0,027458 0,00597 0 0,018836 0,02203 0,016461 0,01835 0,019133 0,017541 0,012687  0,02026
Hungary | 0,015186 0,017895 0,012435 0,04349 0,01107 0,035168 0,02796 0,015608 0,018836 0,012495 0,012433  0,01845 0,023516 0,018602 0,011253 0,019701

o

o

Malta 0,023287 0,022963 0,020539 0,049798 0,015091 0,038943 0,036279 0,018211 0,02203 0,012495 0 0,019812 0,025348 0,030785 0,019009 0,018037 0,025933
Austria | 0,012579 0,022651 0,016899 0,038671 0,010559 0,029658 0,02862 0,01526 0,016461 0,012433 0,019812 0 0,016755 0,02631 0,016138 0,010662 0,015281
Poland | 0,020441 0,019788 0,020293 0,041924 0,022217 0,034701 0,012817 0,01617 0,01835 0,01845 0,025348 0,016755 0 0,016781 0,023313 0,016949 0,027405
Romania| 0,0306 0,013373 0,028774 0,058499 0,026593 0.051276 0,01905 0.,017698 0,019133 0,023516 0,030785 0,02631 0,016781 0 0,028267 0,024786 0,03345
Slovenia | 0,01999 0,021924 0,025808 0,046726 0,015134 0,033996 0,034378 0,016065 0,017541 0,018602 0,019009 0,016138 0,023313 0,028267 0 0,019354 0,016535
Slovakia | 0,010365 0,018555 0,01242 0,041639 0,014137 0,037547 0,028798 0,013058 0,012687 0,011253 0,018037 0,010662 0,016949 0,024786 0,019354 0 0,014186
Finland | 0,016491 0,027505 0,023754 0,045509 0,015722 0,036979 0,039191 0,020899 0,02026 0,019701 0,025933 0,015281 0,027405 0,03345 0,016535 0,014186 0

Source: based on own research (https://ec.europa.eu/eurostat)
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Table S.
Distance matrix - for the year 2018

Belgium

Bulgaria

Czechia

Germany Estonia

France

Italy

Latvia

Lithuania Hungary Malta

Austria

Poland

Romania

Slovenia

Slovakia

Finland

Belgium
Bulgaria
Czechia
Germany
Estonia
France
Ttaly
Latvia
Lithuania
Hungary
Malta
Austria
Poland
Romania
Slovenia
Slovakia
Finland

<o

0,030353
0,008763

0,03766
0,020688
0,025452

0,02781
0,021987
0,017047
0,015784
0,024592
0,015084
0,018077
0,029406
0.016346
0,012912
0,019909

0,030353
0
0,028044
0,055101
0,024133
0,045116
0,02226
0,015293
0,017744
0,018964
0,024313
0,021935
0,022206
0,01047
0,018954
0,021977
0,027639

0,008763  0,03766
0,028044 0,055101
0,037962
0,037962 0
0,017575  0,0419
0,023849 0,019761
0,031035 0,035
0,017628 0,045568
0,01484 0,043034
0,009963 0,041111
0,019082 0,042856
0,010125  0,03735
0,017615  0,0346
0,028277  0,05194
0,015378 0,042617
0,01174 0,037966
0,017499 0,041656

S

0,020688
0,024133
0,031035

0,0419

o

0,028897
0,035732
0,009895
0,012275

0,0153
0,014338
0,011369
0,022229
0,029081
0,009754
0,010038
0,008554

0,025452
0045116
0,023849
0,019761
0,028897

o

0,024893
0,032908
0,033871
0,026743
0,033123
0,024464
0.024028
0,041833
0.029926
0,024812
0,030225

0,02781
0.,045116
0,023849

0,035
0,028897
0,024893

0
0,028132
0,026132
0,026932
0,036953
0,025712
0.013503
0,017993
0.028794
0,028256
0.037686

0,021987
0,015293
0,017628
0,045568
0,009895
0,032908
0,028132

=3

0,008382

0,0114
0,016768
0,009851
0.019907
0,020762
0.010895
0,013368
0,017404

0,017047
0,017744
0,01484
0,043034
0,012275
0,033871
0,026132
0,008382
0
0,01362
0,016398
0,010635
0,01702
0,020247
0,00725
0,012103
0,015074

0,015784
0,018964
0,009963
0,041111
0,0153
0,026743
0,026932
0,0114
0,01362
0
0,017991
0,008234
0,016095
0,021618
0,013141
0,010077
0,017983

0,024592
0,024313
0,019338
0,042856
0,014338
0,033123
0,036953
0,016768
0,016398
0,017991

o

0,017914

0,02566
0,030302
0,014664
0,016707
0,019466

0,015084
0,021935
0,010125
0,03735
0,011369
0,024464
0,025712
0,009851
0,010635
0,008234
0,017914
0
0,012856
0,021494
0,009631
0,008619
0,01555

0,018077
0,022206
0,017615
0,0346
0,022229
0,024028
0,013503
0,019907
0,01702
0,016095
0,02566
0,012856
0
0,018063
0.016396
0,014753
0,024534

0,029406
0,01047
0,028277
0,05194
0,029081
0,041833
0,017993
0,020762
0,020247
0,021618
0.030302
0,021494
0.018063
0
0.022736
0,022771
0,031445

0,016346
0,018954
0,015378
0,042617
0,009754
0,029926
0,028794
0,010895
0,00725
0,013141
0.014664
0,009631
0.016396
0,022736
0
0,009123
0,012049

0,012912
0,021977

0,01174
0,037966
0,010038
0,024812
0,028256
0,013368
0,012103
0,010077
0,016707
0,008619
0,014753
0,022771
0,009123

o

0,010669

0,019909
0,027639
0,017499
0,041656
0,008554
0,030225
0,037686
0,017404
0,015074
0,017983
0,019466
0,01555
0,024534
0,031445
0,012049
0,010669
0

Source: based on own research (https://ec.europa.eu/eurostat)

Table 6.
Distance matrix - for the year 2019

Belgium
Bulgaria
Czechia
Germany
Estonia
France
Ttaly
Latvia
Litk

Belgium Bulgaria Czechia

Germany Estonia

France

Italy

Latvia

Lith

ia Hungary

Malta

Austria

Poland

Romania

Slovenia

Slovakia

Finland

Hungary
Malta
Austria
Poland
Romania
Slovenia
Slovakia
Finland

<o

0,032049
0,009621
0,034237
0,021529
0,023748
0,028654
0,0239
0,019033
0,01587
0,023278
0,015597
0,018755
0,030448
0,017338
0,014267
0,019931

0,032049
0
0,029761
0,053914
0,022414
0,04524
0,02324
0,014667
0,018576
0,019269
0,02406
0,022751
0,023486
0,010828
0,017646
0,021361
0,029128

0,009621 0,034237
0,029761 0,053914

0 0,039234
0,039234 0
0,018224 0,041479
0,025374 0,018318
0,032394 0,033769
0,019837 0,045332
0,01538 0,043158
0,011066 0,038458
0,02077  0,04273
0,011325 0,036285
0,018527 0,032585
0,029174 0,049764
0,017791 0,040014
0,014749 0,037247
0,018921 0,041828

0,021529
0,022414
0,032394
0,041479

o

0,029917
0,034345
0,008653
0,010012
0,014878
0,015425
0,010447
0,021499
0,027209
0,009587
0,010955
0,011331

0,023748
0,04524
0,025374
0,018318
0,029917
0
0,025139
0,033641
0,033581
0,026624
0.033679
0,025858
0.022893
0,041133
0,031221
0,024584
0,031252

0,028654
0,04524
0,025374
0,033769
0,029917
0,025139
0
0,027488
0,026896
0,026671
0,03697
0,026458
0.014397
0,017894
0.027108
0,027865
0,039007

0,0239
0,014667
0,019837
0,045332
0,008653
0,033641
0,027488

0
0,007344
0,013467
0,017913
0,011049
0.019742
0,018836
0011114
0,011102
0,018127

0,019033
0,018576
0,01538
0,043158
0,010012
0,033581
0,026896
0,007344
0
0,015024
0.016
0,008864
0,01748
0,020612
0,007341
0,011187
0,015068

0,01587
0,019269
0,011066
0,038458
0,014878
0,026624
0,026671
0,013467
0,015024

0
0,017454
0,009419
0,013778
0,021065
0,012431
0,009334
0,019263

0,023278
0,02406
0,021021
0,04273
0,015425
0,033679
0,03697
0,017913
0,016
0,017454

o

0,018349
0,026969
0,029834
0,014725
0,017912
0,019564

0,015597
0,022751
0,011325
0,036285
0,010447
0,025858
0,026458
0,011049
0,008864
0,009419
0,018349

0
0,014079
0,021347
0,010686
0,008902
0,015991

0,018755
0,023486
0,018527
0,032585
0,021499
0,022893
0,014397
0,019742
0.,01748
0,013778
0,026969
0,014079
0
0,018601
0,014528
0,01402
0,025069

0,030448
0,010828
0,029174
0,049764
0,027209
0,041133
0.,017894
0,018836
0,020612
0,021065
0.029834
0,021347
0.018601

0
0.020674
0,021457
0.032559

0,017338
0,017646
0,017791
0,040014
0,009587
0,031221
0,027108
0011114
0,007341
0,012431
0.014725
0,010686
0.014528
0,020674

0
0,008096
0.014645

0,014267
0,021361
0,014749
0,037247
0,010955
0,024584
0,027865
0,011102
0,011187
0,009334
0,017912
0,008902

0,01402
0,021457
0.008096

o

0,011854

0,019931
0,029128
0,018921
0,041828
0,011331
0,031252
0,039007
0,018127
0,015068
0,019263
0,019564
0,015991
0,025069
0,032559
0,014645
0,011854|

0

Source: based on own research (https://ec.europa.eu/eurostat)

Table 7.
Distance matrix - for the year 2020

Belgium

Bulgaria

Czechia

Germany Estonia

France

Italy

Latvia

Lithuania

Hungary

Malta

Austria

Poland

Romania

Slovenia

Slovakia

Finland

Belgium
Bulgaria
Czechia
Germany
Estonia
France
Ttaly
Latvia
Litk

Hungary
Malta
Austria
Poland
Romania
Slovenia
Slovakia
Finland

0
0,02998
0,010934
0,031367
0,019634
0,021134
0,026315
0,022467
0,017447
0,012494
0,021909
0,013662
0,018799
0,025395
0,018505
0,013799
0,018268

0,02998
0
0,026717
0,052523
0,019668
0,040692
0,022719
0,015318
0,01815
0,02212
0,023742
0,022515
0,021223
0,012344
0,017127
0,019855
0,023573

0,010934 0,031367
0,026717 0,052523
0 0,03836
0,03836 0
0,0182 0,040498
0,024629 0,017358
0,029439 0,032118
0,018208 0,043619
0,013807 0,041998
0,011888 0,033684
0,019859 0,043156
0,010854 0,035703
0,018502 0,032219
0,023425  0,04536
0,017462 0,039422
0,014996 0,035998
0,018404 0,039611

0,019634
0,019668
0,029439
0,040498

o

0,028234
0,032354
0,005901
0,009909
0,011138
0,013266
0,009837

0.02191
0,022737
0,008216
0,010147
0,009362

0,021134
0,040692
0,024629
0,017358
0,028234

=

0,020671
0,030144
0,031758
0,020623

0,03439
0,024202
0,020962
0,035428

0,02844

0,02421
0,028495

0,026315
0,040692
0,024629
0,032118
0,028234
0,020671

o

0,027577
0,026573

0,02916
0,037225
0,026184
0.011413
0,017571
0.026397
0,026902
0,034295

0,022467
0,015318
0,018208
0,043619
0,005901
0,030144
0,027577

=3

0,008255

0,01355
0.017386
0,010695
0.019514
0,019775
0.008733
0,011284
0,012602

0,017447

0,01815
0,013807
0,041998
0,009909
0,031758
0,026573
0,008255

o

0,015284
0,015343

0,00858
0,017109
0,017962
0,006156
0,009392
0,013368

0,012494
0,02212
0,011888
0,033684
0,011138
0,020623
0,02916
0,01355
0,015284
0
0,015035
0,009208
0,017823
0,021858
0,012273
0,007164
0,010454

0,021909
0,023742
0,020104
0,043156
0,013266

0,03439
0,037225
0,017386
0,015343
0,015035

o

0,017864

0,02724
0,027305
0,015784
0,015808
0,018825

0,013662
0,022515
0,010854
0,035703
0,009837
0,024202
0,026184
0,010695
0,00858
0,009208
0,017864
0
0,015002
0,018755
0,008674
0,008821
0,012785

0,018799
0,021223
0,018502
0,032219
0,02191
0,020962
0,011413
0,019514
0,017109
0,017823
0.02724
0,015002
0
0,015604
0,016261
0,016092
0,023255

0,025395
0,012344
0,023425
0,04536
0,022737
0,035428
0,017571
0,019775
0.017962
0,021858
0,027305
0,018755
0.015604
0
0.017631
0,017791
0,025227

0,018505
0017127
0,017462
0,039422
0,008216
0,02844
0,026397
0,008733
0,006156
0,012273
0.015784
0,008674
0.016261
0,017631
0
0,005858
0,010538

0,013799
0,019855
0,014996
0,035998
0,010147
0,02421
0,026902
0,011284
0,009392
0,007164
0,015808
0,008821
0.016092
0,017791
0.005858
0
0,007896

0,018268
0,023573
0,018404
0,039611
0,009362
0,028495
0,034295
0,012602
0,013368
0,010454|
0,018825
0,012785
0,023255
0,025227
0,010538
0,007896|

0

Source: based on own research (https://ec.europa.eu/eurostat)

Tables 4-7 present the determined distance matrices between the analyzed countries for

selected years from 2013-2020. Analyzing the results obtained, we can conclude that in 2013

for Poland and the countries studied:

the largest distance in terms of the level of the phenomenon analysed was between

Poland and Germany, followed by Malta, France and Finland.

the smallest distances are between Poland and Italy, also Lithuania, Austria, Romania.
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In 2018:

e the largest distance separates Poland from: Germany, Malta, Finland, France.

e Poland was the closest to the level of development of the phenomenon to Austria, Italy,

Slovakia.

Then in 2019 the largest distance for Poland occurs between Germany, followed by Malta
and Finland. A similar level of development of the phenomenon studied for Poland is also
observed for Hungary, Italy and Slovakia. The year 2020 was included in the study,
which includes the beginning of the covid pandemic. During this period of time, we notice the
greatest distance between Poland and Germany, Malta and Finland. The countries with the most
similar level of the phenomenon to Poland are: Italy, Austria, Romania.

The analysis of the distances between Poland and the other countries allowed identifying
the fields where Poland lags far behind as well as the countries in relation to which it managed

to shorten the distance in the years under study.

7. Conclusion

The aim of the paper was to employ the proposed taxonomic distance methods to investigate
the level of the use of information and communication technology by enterprises in Poland and
in selected European countries during the examined periods.

The study covered the years 2013, 2014, 2015, 2016, 2017, 2018, 2019, 2020, including the
time of the Covid-19 pandemic. Selected taxonomic methods were used in the analysis.
In the first step of the study, a synthetic variable was determined.

In 2013, the value of the synthetic variable for Poland was 0. 0511. In the years 2014-2016,
the value of the synthetic variable increased to 0.0567. In 2020, it was 0.0553. The level of the
phenomenon analysed for Poland is not increasing rapidly. The distance to countries with
a higher level of development of the phenomenon is not diminishing rapidly. The analyzed
countries can be divided into two groups. The first group consists of countries that have a higher
value of the synthetic variable in 2020 (the beginning of the Covid-19 pandemic) than in 2013.
The second group consists of countries presenting the opposite situation (the value of the
variable decreased). Poland belongs to the second group. The values of the synthetic variable
additionally allowed for ranking the countries from the best to the worst in terms of the studied
phenomenon. Germany had the highest level throughout the period under study. This country
has a highly developed IT sector. The IT sector is one of the basic industries of the German
economy and constitutes the basis for the assumptions of Industry 4.0. The last places of
Romania and Bulgaria are due, among other things, to their late accession to the European

Union.
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Then the distance matrix was determined. The distance of the level of development of the
phenomenon that separates Poland from the studied countries has been determined.
The analysis of the distance matrix for Poland confirmed that the greatest distance separates
Poland from Germany in terms of the level of the phenomenon under study.

The distance matrices also contain information on the distances between each of the selected
European countries in the analysis. For example, we can check the distance between Germany
and other countries in the analyzed years. In 2013, 2018, 2019, 2020, Germany is very far away
from countries such as Romagna and Bulgaria. However, the level of development of the
phenomenon was closest to: France.

To sum up, it can be said that digital transformation is implemented by enterprises, public
administration, society and the national economy. Digitization has a significant impact on
consumer behavior, changes the rules of competition in the market and creates new economic
models.

In summary, today's organizations, businesses, society and economy must respond quickly

to the changing environment and implement appropriate, effective solutions to survive.
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1. Introduction

A person responsible for preparing and conducting various tests on applications provided
by programmers is referred to as a software tester. This process is mainly based on the technical
specification provided by the client. It's important for the tester to identify potential areas of
defects based on the specification before software production begins (Cincio-Petlicka, 2023).
This is a commonly used programming approach known as Test Driven Development (TDD).

There are two main approaches to software testing: manual testing and automated testing.
The work of a manual tester involves physically diagnosing the software to verify its

functionality. On the other hand, an automated tester designs and implements a system that
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checks the correctness of the tested software's operation (Praca testera..., 2023). Therefore,
high requirements in terms of both hard and soft skills are placed on a software tester.

In recent years, there has been a strong trend towards full test automation, which is not only
a result of optimizing software production costs but also becomes a necessary requirement in
a world focused on frequent releases of new application versions. The goal is to achieve
a situation in which, according to DevOps methodology, every change made by a developer is
deployed to production as quickly as possible (Kim et al., 2016). This is, of course, an ideal
state but very challenging to attain. It requires having highly specialized teams of programmers
and testers capable of implementing full automation of software production processes at every
stage. Research indicates that software testing consumes up to 50% of resources, with costs
accounting for 50%-60% of all expenses (Myers, 2011; Ramler, 2006). Given the above,
achieving full automation of software production processes is not easy and often results in
failure or prolonged DevOps implementation processes. According to Statista reports,
the adoption of DevOps methodology led to an increase from 33% of companies in 2017 to
63% in 2020 (Statista, 2023).

2. Principles for test development

The International Software Testing Qualifications Board (ISTQB) (2018) has developed
and introduced 7 fundamental principles of software testing (Podraza, 2023; Stelmach, 2023;
7 Principles, 2023). The following set establishes basic principles for test development (ISTQB,
2018; ISTQB Syllabus, 2011), even in the case of their automation:

1. Software testing diagnoses defects, not their absence.

Software testing is not intended to prove the absence of defects in the software. The purpose of
software testing is to identify the presence of defects. There is a fundamental difference in the
approach to testing and test planning. Testing significantly helps reduce the number of
undiscovered defects hidden in the software. Finding and resolving these issues is not in itself
proof that the software or system is completely free from them (Podraza, 2023).

2. Achieving complete testing of software is impossible.

A crucial aspect of conducting software testing is to be guided by risk analysis and task
prioritization. This stems from the fact that time constraints often prevent comprehensive and
exhaustive testing of all possible scenarios. Hence, priorities need to be established, strategies
devised, and tests well-designed to avoid delaying the system deployment or the intended

application.

3. Early initiation of software testing.
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Early initiation of software testing increases the likelihood of detecting errors and reduces the
cost of their correction. It's best to begin testing during the planning and analysis stage. Finding
errors at this point and rectifying them is much less costly than when developers have already
started writing code. At that stage, rectifying an error might require revising parts or even the
entire application (Stelmach, 2023).

4. Accumulation of software errors.
"The 80% of errors in software are found in 20% of modules." This statement highlights that if
an error is detected in a certain part of the software (in a specific module), it's worthwhile to
focus on testing the entire module. This is due to the higher logical complexity of specific
modules, leading to a domino effect in case of defects. The principle number 3 mentioned
earlier is helpful in this context, as such error-prone "hotspots" can be identified during the
earliest testing stages.

5. The paradox of continuous software testing updates.
Repeatedly conducting the same tests becomes ineffective. You cannot keep using the exact
same tests for the same parts of the software. Tests need to be updated to cover different test
cases concerning specific parts of the software or system. This allows for the discovery of new
software errors (Syllabus, 2023).

6. Context-dependent software testing.
The approach to testing largely depends on the purpose of the software. Testing is carried out
in different ways in different contexts (Syllabus, 2023).

7. Misconception of software being error-free.
It's not enough for software testing to merely pass without errors. It's also crucial to verify
whether performance and functionality are appropriate for the client's requirements and
capabilities. This means that meeting customer expectations and requirements is just as
important as the reliable operation of the program (Podraza, 2023). After all, software that is
error-free but too complex to efficiently perform its intended task would be of no use (Stelmach,
2023).

3. The application of process models in an IT project

One of the factors that significantly enhances the effectiveness and ease of work for
software testers is the increased efficiency of project teams. This is because the higher the
quality of the code, the lower the risk of software errors. Quality, in this context, refers to the
accuracy and performance of the program. Therefore, well-organized teamwork among testers,
programmers, and architects has a significant impact on the overall software quality as
a product. Cockburn (2006) presented a chart that visualizes the path that can be achieved by

increasing the efficiency of project teams. The chart outlined in Cockburn's work shows that
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increased tolerance for uncertainty allows for the implementation and adoption of agile
methodologies, incremental development, and iterative methods with greater ease. This leads
to improved software performance.

Cockburn (2006) also presents seven principles that are helpful in designing and evaluating
software production methodologies:

1. The fastest and cheapest way to communicate is face-to-face interaction.

2. A methodology with too broad a scope incurs costs.

3. The larger the project team, the greater the need for a comprehensive software production

methodology.

4. Increased "ceremony" (formality) is only necessary in projects with high criticality.

5. Frequent feedback reduces the need for compromises in software production.

6. Discipline, skills, and understanding are necessary attributes for executing processes,

formalizing, and documenting software creation.

7. Efficiency is not the most important factor in software creation activities.

Hence, one might ask why testing, or rather its techniques, works. The answer can be traced
back to the fact that in the 1980s, Boehm (Boehm, 1981) demonstrated that the cost of fixing
a software error increases exponentially depending on the time of its discovery. For instance,
finding a software error within, let's say, 3 minutes of its introduction into the system might not
cost us much. However, if the problem is only discovered three months after its introduction,
the cost of rectification could be substantial. At that point, not only does the software itself need
to be fixed, but also the consequences of the software functioning with the error need to be

addressed.

4. Automation of tests depending on their application method

Over the years, various software testing methods have been developed. In this chapter,
they will be described in the context of automation capabilities.

The automation of tests depending on their application method is a strategy that aims to
optimize the testing process by selectively automating certain types of tests based on their
characteristics and requirements. This approach acknowledges that not all tests are equally
suitable for automation and that the decision to automate should be made considering the
specific context and goals of the testing effort.

Tests can vary widely in terms of their scope, complexity, and objectives. Some tests,
such as unit tests, focus on isolating and verifying small units of code in isolation, while others,

like end-to-end tests, aim to validate the entire software system's functionality.
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The following testing techniques differ in scope and the approach in which they are applied.
As a result, by utilizing the testing techniques listed below, various types of software errors can
be detected.

4.1. Ad-hoc (exploratory) testing

Ad-hoc tests, also known as exploratory tests, serve both as a means of learning about the
software and verifying its functionality. This leads to the proper design of further tests of this
type. Such ad-hoc tests are most useful in projects with limited documentation (What is
Exploratory Testing, 2023). Unfortunately, due to their nature, this type of testing is not suitable
for automation. Automation requires complete knowledge of the subject under test. Each test
acts as a contract describing how a specific part of the software should function. If we don't
have prior knowledge of the system's behavior, exploratory tests can be used as a preliminary

step in creating documentation.

4.2. Unit tests

Unit testing involves testing individual modules, their functions, to verify their proper
operation for specific input data. A key characteristic of this type of testing is breaking down
the program into distinct unit tests (Unit test, 2023). It's the most common type of testing
generated within automation environments like Continuous Integration and Continuous
Delivery (CI/CD). It holds fundamental importance as it often develops in parallel with
implemented functionalities. Unit tests focus on testing small sections of code and serve as
a valuable source of software documentation, succinctly and systematically describing the
functionality of individual parts within the whole system. The significance of these tests is
reflected even in integrated development environments like IntelliJ or Visual Studio Code,
which integrate their user interfaces to facilitate the direct execution of unit tests from the
programming environment, making it easier for developers to run tests multiple times.

In practice, unit tests are written in the same programming language as the specific part of
the application. Unit tests utilize a set of pre-existing libraries that aid in the testing process,
allowing programmers to write concise testing procedures that examine small portions, often
a single procedure or function in the code. An issue in unit testing is isolating a small code
fragment from its connections to the rest of the system. An example of this is accessing
a database. However, libraries that support unit testing often provide the necessary
functionalities for simulating other systems, referred to as Mocks.

Unit tests are generally executed in two scenarios. The first is the manual execution of unit
tests by the programmer, which checks whether introduced implementation changes have
adversely affected the entire system. Only after the programmer successfully passes local
verification can they submit their changes to the central code repository. In software
development teams that employ agile methodologies or DevOps (Kim et al., 2016) for work
organization, the moment code changes are uploaded to the central repository automatically
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triggers what's called a Pipeline. In the initial step, this Pipeline involves compiling the code
with the latest changes, followed by executing a suite of tests. The most commonly used tool
for supporting the CI/CD process is Jenkins. However, suitable support for building CI/CD
automation can essentially be found in any major code repository tool with automation
mechanisms. Examples of such tools include GitHub Actions, GitLab, and AWS CodeBuild.

4.3. Integration tests

Integration tests aim to verify the correctness of the interaction between different modules
of the tested software, particularly the interactions of various interfaces that are often closely
linked through data exchange. In large systems, there is a significant number of connections
between system components, which poses a challenge in implementing integration tests.

There are several types of integration tests that are recognized (Kitakabe, 2023):

— Big-bang integration testing: This integration testing involves integrating all the
components at once and testing them as a complete system. The method is typically
used when the components are relatively independent and can be tested individually.

— Top-down integration testing: You can use top-down integration testing when the
components are integrated and tested from the highest level to the lowest level.
The approach is used when the higher-level components depend on the lower-level
components.

— Bottom-up integration testing: The integration testing type involves integrating and
testing the components from the lowest level to the highest level.

— Sandwich/hybrid integration testing: This integration testing involves combining
elements of both top-down and bottom-up integration testing. The components are
tested from both the top and bottom levels, with stubs and drivers used to simulate the
missing components.

— Continuous integration testing: It involves continuously integrating and testing the
components as they are developed. The method helps to catch and resolve problems
early in the development process, improving the overall quality of the system.

The selection of the appropriate type of integration test is linked to the development process
and the specific requirements of the system itself. Unfortunately, not all types of integration
tests are easily automatable. While automated testing of a system's APIs can be implemented
using contract tests, such as Pact, testing the user interface is more challenging to execute.
However, this does not mean it's impossible, and one can utilize tools like Selenium for
UI testing. Integration tests, in general, require a significant amount of human and machine

resources for their implementation and execution.
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4.4. Regression tests

Regression testing involves testing after changes, such as bug fixes, software modifications,
or the addition of new features. Its purpose is to ensure that the changes introduced to the
software have not introduced new errors. These tests also significantly increase the likelihood
of identifying issues that were not visible before the changes were made. It's important to
emphasize that such tests must be conducted in the same environment and scope as the tests
mentioned earlier (Wydmanski, 2023).

Automating regression tests, similar to integration tests, is a complex task. Regression tests
often appear in later stages of implementation or may even be absent from the technological
stack of a given team. As mentioned in the work by Sutapa et al. (2020), some of the most
commonly used tools for assisting with the automation of regression tests include Selenium,
SAHI, and Robot Framework. However, implementing effective automated regression tests
requires careful planning, design, and integration into the development process to ensure that

code changes do not inadvertently introduce new issues into the software.

4.5. Performance tests

Performance testing of software is typically conducted as the last phase of testing, following
the resolution of defects detected in previous testing stages. Its purpose is to examine the
behavior of an application or system under various load conditions. There are different types of
performance tests that can be applied to projects with different characteristics. The following
types of performance tests are distinguished: load tests, stress tests, scalability tests, spike tests,
endurance tests, concurrency tests, and throughput tests (Performance Testing, 2023).
The challenge in implementing performance tests lies primarily in selecting the areas that need
to be tested. Performance testing can encompass the overall performance of the software,
as well as specific aspects like network throughput or data flow. The nature of a specific
application guides the choice of the most suitable type of performance tests. Performance
testing may involve subjecting the server, database, or the application itself to various types of
loads and conditions to evaluate its performance.

To conduct performance testing of software, commonly used tools include JMeter, LoadU],
Gatling, Fiddler, and LoadRunner. These tools assist in simulating various load conditions and
scenarios to evaluate the performance of the software.

From the mentioned types of software testing, a conclusion can be drawn that implementing
tests for most software types is possible but still highly complex. A natural approach to
minimizing the risk of producing high-quality software is to ensure that testing is introduced as
early as possible in the software development process. This helps keep technical debt at a low
level. Unfortunately, the automation of software testing only seemingly reduces the workload
for programmers and testers. In the case of a highly developed system undergoing intensive

work, changes in the code can trigger a cascade of adjustments needed to align tests with new



162 LJ. Jozwiak, P.P. Jozwiak, J. Switana

realities. Automated software testing requires continuous monitoring and maintenance.
This presents a kind of paradox, as automation is intended to reduce manual work. In certain
cases, maintaining the automation itself becomes more costly than the initial assumptions.
Therefore, a fundamental principle in writing software tests is to ensure their quality and
adequacy, so that the number of tests doesn't increase uncontrollably without a corresponding

increase in the quality of the developed software.

5. Artificial Intelligence in test automation

Currently, we are witnessing a strong interest in utilizing artificial intelligence (Al) to solve
problems that are challenging to address using traditional approaches. In the context of test
automation, efforts are also underway to harness artificial intelligence (Al) to develop testing
methods that require minimal human involvement in creating and maintaining tests.
The progress in utilizing Al in testing has been outlined in the work by Jenny Li and colleagues
(Jenny Li, et al., 2020).

In general, Al is most commonly used for test automation in the form of:

— Self-healing tests: Traditional test automation tools have specific identifiers to define
the components of an application such as locator, usually name, id, Xpath, and type,
to run test steps successfully (Shabarish, 2023). When the application is updated or
changed in any way, these components can also change. Due to the fixed definitions are
given to these elements, the tests functioning fine before the change will now fail and
provide a false negative result. Self-healing tests apply artificial intelligence algorithms
to automatically identify unexpected errors due to dynamic properties and recommend
a better alternative or automatically update the script. This testing stops tests from
failing and saves the time a QA might have spent trying to find and fix the issue (Pandey,
2023).

— Visual Locators: Usually it is needed to write selectors to target the specific things
while interact with during tests. Lots of them. Selectors are critical to test exactly what
we are aiming for, but there are challenges. Not only we usually have to write quite
a lot of them, but in some cases an obvious selector doesn’t even exist and it is necessary
to rig up a creative workaround. It is possible to do it, but that kind of workaround is
typically fragile and can easily break as the application develops (Shain, 2021).
In Al-based user interface testing, visual locators can now find elements, even when
their locators have been altered, on a web application by vision. This eliminates the need
for hard coding with Accessibility IDs or other locators. Furthermore, intelligent
automation tools can now use OCR and other image recognition techniques to map the

application, locate visual regressions, or verify elements (Pandey, 2023).
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— Al Analytics of Test Automation Data: Al drives automation, performs faster to

identify errors and causes, suggests fixes and connect a set of related tests. This not only

makes test automation faster but also more precise. Al is capable of automatically

accessing data, running tests and identifying errors and other relevant affected tests

(Chandrasekharan, 2023). The reason for such a state of affairs is generating by tests

copious amounts of data that must be combed to derive meaning. The application of

Al to this process dramatically increases its efficiency. More sophisticated applications

of Al algorithms can also identify false negatives and true positives in test cases.

This can be very helpful and significantly reduce the workload of QAs (Pandey, 2023).
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Al-powered test automation is particularly beneficial in complex software projects where

manual testing or traditional automation might fall short. However, it's important to note that

while Al brings significant advantages, it's not a replacement for traditional testing practices
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but rather a tool that enhances and complements them. Careful consideration of the application

context, data quality, and ongoing training of AI models are essential for successful

implementation.
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Figure 2. Gartner Hype Cycle for Artificial Intelligence in 2022.

Source: Gartner (2022).

Whether artificial intelligence (AI) will truly be able to assist in the automatic generation

and updating of tests is currently difficult to determine, as we are in a peak moment of interest

in AL This is evident from the Gartner's Hype Cycle graphs for year 2019 shown in Figure 1

and in Figure 2 for year 2022. A specific sub-field, deep learning, has caused a lot of this

excitement. The graph in Figure 1 indicates that we are in a period of high expectations

regarding the potential use of Al. Year 2022 shows similar trends, most Al-related technologies

are ahead of peak expectations. However, over time, expectations will likely become more

realistic, and the AI technology itself will probably improve the situation related to test

automation. It is noteworthy that in the two Gartner diagrams presented, there is no separate

category for test automation using Al. The topic is placed in 2019 in the field of Al Developer
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Toolkits, while in 2022 it is further generalized to Al Engineering. Both areas are still in the

very early stages of development, estimated at five to ten years to mature. However, as always,

it won't turn out to be a one-size-fits-all solution for all the challenges associated with it.
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1. Introduction

In recent years, a strongly developing area of software engineering has been the automation
of processes for building, testing, integrating, and delivering applications developed by large
development teams. Work related to the development of these areas has come to be known as
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continuous integration/continuous delivery processes, abbreviated CI/CD. Nowadays,
it is no longer sufficient to compile source code into a form suitable only for traditional
distribution, e.g. in the form of executable binary files, because the distribution process has
changed significantly. In many cases moving towards a Software as a Service (SaaS) sales
model. The ability to build SaaS applications is closely linked to the ever-increasing popularity
of public cloud services provided by major IT players such as Google, Microsoft, Amazon,
and Oracle. Many companies tie their commercial success directly to deploying their services
on these environments rather than building their own on-premise computing center. This type
of approach unlocks significant potential for companies that do not need to have large financial
resources at the outset. Cloud services make it possible to spread costs over time and match
them closely to current demand, increasing the scalability of investments. The use of public
data centers eliminates the need to purchase hardware with a stockpile to ensure uninterrupted
continuity of operation with the increasing volume of traffic generated by the customer of

a given service.

2. Models of Infrastructure as a Code

The increased interest in cloud computing and the automation of software delivery has
forced the cloud market to make available a suitable API and SDK to define hardware resources
as code. Tools related to the automation of hardware resource orchestration have been called
Infrastructure as a Code (IaaC). With usage of many programming languages, IaaC is
responsible for provisioning and managing resources in data centers. The main premise of [aaC
is to completely eliminate the manual provisioning and configuration of all resources by
humans. This is intended to minimize human error and thus minimize the risk of errors in the
application environment. Defining infrastructure as a code also ensures that complex enterprise
execution environments can be built in a consistent, automated, fast and testable manner.
IaaC automation unlocks human resources that can be allocated to other business tasks.

There are two approaches for building IaaC, closely related to the available programming
paradigms (ScriptRock, 2015):

— declarative/functional approach,

— imperative/procedural approach.

The declarative approach involves providing the configuration in the form of a description
of what we want to have. It is the task of the process performing the automation in question to
know how to do it. The opposite approach is the imperative approach, which focuses on
describing how to get to the desired state instruction by instruction (Loschwitz, 2014).
So, in this approach, the programmer uses specific procedures that transform the environment

to its final state.
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Both approaches for building [aaC have their advantages and disadvantages. The imperative
approach offers greater control over the automation process. The imperative language
expression provides the necessary programming structures to allow alternative execution of
specific procedures. However, in this approach it is very difficult to determine what the target
infrastructure configuration should look like. The only way to determine this is by tracing the
source code and trying to understand how it works. This problem does not occur with the
declarative approach. As the name suggests, this approach inherently defines what we want our
environment to look like, without providing instructions on how to get there. This description
is completely devoid of instructions defining how to get to that state. The IaaC runtime
environment hides the details of the execution of the definition. On the one hand, this is a very
tempting assumption that naively relieves us of the compulsion to know how the process works.
However, in practice it is often the case that the tool stack in a state where it is unable to
transition to a desired new state. In such a situation, the team is relied upon to find a suitable
solution to the problem, which many times provides to manually streamlining the process
ad-hoc. This is an undesired situation, but unfortunately one that realistically occurs in practice.

Very important issue of [aaC is the problem of defining infrastructure in Cloud Agnostic
manner. The Cloud Agnostic process has the basic characteristic that one common definition is
independent of the specifics of a particular cloud service provider. This is a state that is very
difficult to achieve, often due to differences in philosophy and tools provided by individual
providers. The primary task of building Cloud Agnostic tools is to prepare laaC definitions that
loosely link us to one provider, allowing us to quickly convert to another provider. In an ideal
approach, often not fully achievable, Cloud Agnostic assumes that a single code will work for
all platforms (Copado, 2022).

3. Synergy of DevOps teams

The emergence of IaaC processes has also had a significant impact on the organization of
the software development and maintenance teams themselves. The work of IT administrator’s
teams, hitherto understood as imperative, manual control of infrastructure configuration
through partial automation in scripts, is slowly being transformed into a nature closer to that of
IT developer’s teams. This is becoming possible because [aaC and CI/CD, at its foundation,
insists on replacing these practices in favor of a full, consistent description in the form of code,
which will not be executed directly by humans, but by automations such as, for ex. Jenkins
pipelines (Kim, Humble, Debois, Willis, 2016). This has led to the emergence of a new software
development methodology called DevOps (Azad, Hyrynsalmi, 2023). This methodology
recognizes the product as something broader than just software development, also including the

processes of software integration, deployment (alternative delivery), maintenance in the
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definition of the product. This methodology strongly unifies two teams hitherto seen as
separate, creating multidisciplinary teams holistically responsible for the entire process of
software development, testing and running in target environments (Kim, Humble, Debois,
Willis, 2016).

Automation is a key enabler of business success, according to a study by Dynatrace,
published in 2022 by CISO REPORT (Ciso Report, 2023). As many as 90% of the organizations
surveyed indicated that the pressure for digital transformation has increased significantly in the
last 12 months. At the same time, only 34% of the organizations surveyed have mature DevOps
teams, while as many as 55% of organizations face tradeoffs among quality, security, and user
experience to meet the need for rapid transformation (Ciso Report, 2023). These studies clearly
indicate that the trend of building business success is strongly linked to the introduction of the

DevOps model into an enterprise organization.

4. Heterogeneity of Infrastructure as a Code

The emergence of the concept of describing infrastructure in the form of code executed by
computers has opened the path of rapid deployment, reducing the time from the publication of
new functionality in the code repository to deployment in production to as little as several
minutes. Once the changes have been committed to the code repository, the relevant processes,
known as pipeline, run automatically testing the quality of the code, provisioning a temporary
test infrastructure, and at the end instantly deliver the software to production environment.

The main problem with IaaC is finding the tools to create the required resources, often in
heterogeneous environments, which can be a challenge. Typically, meeting a rapid
implementation of DevOps methodologies that is cost optimal involves moving the on-premise
infrastructure to the cloud. This is not an easy decision, with many factors to be analyzed that
affect the ultimate success, from the obvious in the form of cost, to the availability of the
necessary resources from a given cloud provider. Also important are legal regulations, forcing,
for example, the storage of data in specific regions of the world, and the expectations of end
customers, who often only agree to sign a contract if the SaaS hosting infrastructure will be in
a specific cloud.

The foundation needed to describe the infrastructure in form of code is for the cloud
provider to provide the appropriate tools. In the next chapter, we focus on briefly characterizing

the available solutions used in the implementation of IaaC.
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5. Cloud native tools for infrastructure automation

Without the right tools provided by the cloud provider, it is impossible to think seriously
about infrastructure automation. They act as a fundamental doorway into the cloud, enabling
developer interaction with resources. In this paper, we provide a brief overview of these tools

available in the three most popular clouds: Amazon AWS, Microsoft Azure and Google Cloud.

5.1. Cloud Command Line Interfaces

The primary tool for interacting with clouds is the Command Line Interface (CLI),
accessible from the operating system command line. Its most common use is in various
shell/bash scripts. From the point of view of infrastructure administrators, it is the most natural
choice, as it fits directly into the tools that these teams use on a daily basis. The CLI allows
quick interaction from the operating system command line but is also well suited to automating
selected processes in, for example, Jenkins pipelines.

Amazon AWS makes the AWS CLI (AWS CLI, 2023) available to users in two versions.
The newer v2 version is a more extensive offering of its predecessor. The tool is available for
all popular operating systems, like Windows, macOS and Linux. It is also available as a Docker
image, removing the need to install the tool directly on the system. The AWS CLI delivers high
functional coverage, allowing configuration and management of almost all offered AWS
services. The AWS CLI also allows control over the output format, greatly enhancing the tool's
ability to be used in scripts. Both human-readable and software-parsable formats are available:
JSON, YAML, YAML-stream, text, table.

A similar tool is provided by Microsoft Azure, in the form of a CLI called az (Azure CLI
overview, 2023). The tool is available for all leading operating systems like Windows, macOS,
Linux and as a Docker image. It is also possible to use directly from a web browser in a service
called Cloud Shell. Coverage of functionality is very high. However, a lot of functionality
requires the installation of appropriate extensions called features. This can be inconvenient
when writing automation scripts, as you always have to remember to install all the features you
will need in the script. Unlike AWS CLI, Azure az has self-upgrade functionality.

The last featured service provider Google Cloud also has a CLI called gcloud (Install the
glocud CLI, 2023). The tool also has very high functional coverage. It is available like its
predecessors for all the platforms mentioned, including as a Docker image.

To some extent, each CLI reflects the ethos of their cloud. The AWS CLI is dense, powerful,
and occasionally inconsistent. The Azure CLI is rich, easy to get started with, and sometimes
more complicated than it should be. And the Google Cloud CLI is clean, integrated,
and evolving. However, the differences in these tools and the shell character makes them
ultimately a poor fit for mature Infrastructure automation solutions using IaaC. Shell scripts are

difficult to analyze and document. Any corrections can be erroneous. Of course, there is no way
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to have a Cloud Agnostic solution where one script can execute on all clouds. Wanting to cover

multiple clouds we are forced to write multiple versions of scripts.

5.2. Cloud Software Development Kits

While in the case of the CLI, all platforms provide very similar functionalities, the case is
more diverse in the case of the SDK. What is an SDK? An SDK is a Software Development
Library prepared for a specific language or framework. An SDK allows the infrastructure to be
defined in the form of imperative code.

Amazon AWS provides SDKs in as many as twelve programming languages, such as
(Developer Tools, 2023): Python, JavaScript, PHP, Java, C++, NodeJS, Go, Ruby, .Net,
Kotlin, Rust, Swift. However, AWS also provides specific SDKs for web development, mobile
development, or loT.

Microsoft Azure provides SDKs in languages such as Azure-sdk repository (Azure-sdk,
2023): .Net, Go, C, C++, Java, JavaScript, Python. Additionally, as with AWS, it provides
specific SDKs for Android and iOS.

Google Cloud, also provides an SDK, but it works a bit differently. What Google calls the
Cloud SDK is for using the gcloud CLI tool, and if you want to use a specific language or
platform with GCP, then you use one of the hundreds of Google APIs (Google Cloud SDK,
2023). At the same time, Google provides libraries to support interaction with the APIs in
languages such as Java, Go, Python, Ruby, PHP, C#, C++, NodeJS.

Providing SDK libraries to support interaction with cloud computing greatly facilitates the
automation of the infrastructure, even allowing the relevant code to be embedded along with
the application code. The application itself is given the ability to be aware of where it is installed
and the state of the infrastructure. However, all the solutions mentioned above do not allow
Clous Agnostic laaC to be written easily. The differences between the libraries are very large
and, in the case of Google cloud, they already differ at the level of operating philosophy.
Thus, a solution using the SDK directly forces multiple implementations for each cloud
separately. Therefore, achieving Cloud Agnostic IaaC is very expensive.

As with the CLI, answering the question of what the infrastructure contains requires
a tedious process of analyzing the source code. This is strongly related to the

imperative/procedural nature of programmatic solutions.

5.3. Other cloud specific IaaC tools

The difficulty of analyzing imperative code has forced the development of solutions based
on declarative code. Declarative notation is much easier for humans to understand and, above
all, much more efficient. The definition is more concise and less error prone. The declarative
solution ensures high reproducibility and modularity. The following shows which declarative

tools are provided by the three cloud providers.
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Amazon AWS provides CloudFormation (CF) template functionality in YAML or JSON
format. This is the most supported tool for automating the orchestration of resources by AWS.
A CloudFormation template is a declarative record of the list of resources and their
configurations to be deployed in the cloud. CF provides an appropriate layer of parameterization
and modularity to the templates so that they can be reused. An important advantage of
CloudFormation is that it offers the deepest level of integration with the AWS cloud, including
features like Designer, which lets you create and modify CloudFormation templates directly on
the AWS website. However, there are times when small parts of the infrastructure configuration
are not available in the CloudFormation template. An example of this is the inability to create
an encrypted version of the SSM Parameter. Although the presented problem with the lack of
100% functionality coverage is found in all described tools. CloudFormation also provides
a high level of assurance that your templates will always remain compatible with AWS services,
even if Amazon makes changes to its services. An example of a CF template is shown in

Table 1. This is an example template that creates a subnet.

Table 1.
Example of AWS and Google templates for subnetwork provisioning

# AWS Cloud Formation template
IAWSTemplateFormatVersion: "2010-09-09"
Metadata:

Generator: "notepad"

Parameters:

SubnetCidr:

Type: String

Default: "10.0.0.0/24"

# Google Cloud template
resources:

- name: myNetwork

type: compute.v1.network
properties:
autoCreateSubnetworks: true
- name: mySubnet

type: compute.v1.subnetwork

Resources: properties:

mySubnet: ipCidrRange: 10.130.0.0/20

Type: AWS::EC2::Subnet network: $(ref.myNetwork.selfLink)
Properties: region: us-centrall

Vpcld:

Ref: myVPC

CidrBlock: 'Ref SubnetCidr
AvailabilityZone: "us-east-1a"
Tags:

- Key: stack

Value: production

Source: own work.

In Azure, two solutions are available to the user. The first is the Azure Resource Manager
(ARM) templates, enabling declarative description of infrastructure in JSON format.
They are an equivalent solution to Amazon CloudFormation, providing similar functionality,
including template parameterization. However, Microsoft has gone further and designed
a second tool called Bicep, which is its own domain-specific language (DSL) solution that
provides a declarative description of infrastructure. An important advantage of Bicep is its
immediate support for new functionality emerging from Microsoft's cloud. As soon as new
resource types and API versions are introduced by the vendor, they can be used in the Bicep

file, without having to wait for the tools to be updated before working with the new services.



174 I.J. J6zwiak, P.P. Jozwiak, K. Zatwarnicki

The language has a simple syntax and compared to a JSON template, is more concise and easier
to read. An example of a Bicep script is shown in table 2. Presented script creates an example
subnetwork. Due to space constraints for the article, an example of the ARM template is not

included, as it is based on JSON, which by its nature is quite large in a human-readable format.

Table 2.
Example of Azure Bicep template for subnetwork provisioning

param location string = resourceGroup().location

resource virtualNetwork 'Microsoft.Network/virtualNetworks @2021-05-01" = {
name: 'sarahs-network’

location: location

tags: {

Purpose: 'Example subnet'

}
properties: {

addressSpace: {
addressPrefixes: [ '20.0.0.0/16' ]
}

subnets: [

{

name: 'mySubnet’

properties: {

addressPrefix: [ '20.0.0.0/24' ]
}

}
]
}
}

Source: own work.

Google Cloud also provides a very similar mechanism to both predecessors in the form of
scripts written in YAML format. This solution has been given the name Deployment Manager
(DM) template. Table 1 shows a comparison of the Amazon CloudFormation and Google
DM templates. Both scripts create a sample subnet.

The tools shown are very similar in many aspects. However, they are not tools that can be
used between clouds, as they are vendor specific. Thus, they have the same problem as already
discussed SDK tools. Achieving a cloud agnostic definition requires simultaneous description

in all tools.

6. Multicloud IaaC tools

The tools presented in the previous chapter are solutions provided by cloud service
developers, thus focusing only on interaction with a specific cloud. They are as sufficient as
possible in a situation where an implementation is only planned for one specific cloud.
In a situation where there is even a slight assumption that the application under development

will be delivered to more than one cloud, or where we are not sure which cloud to choose,
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the use of the tools described above will prove to be a significant limitation increasing the cost
of the entire project. Today, there are tools that try to solve the above limitation. Tools such as
Ansible, Puppet or Terraform have been on the market for many years.

Ansible is widely considered to be simpler. Puppet is model-driven and was built with
systems administrators in mind. It follows a client-server (or agent-master) architecture.
You install Puppet Server on one or more servers and then install Puppet Agent on all the nodes
you want to manage. With both tools user can only provision a subset of available resources on
particular cloud. Ansible and Puppet requires the installation of specialized agent software
inside the cloud to operate/execute definitions.

Terraform is essentially the first tool to move significantly away from the pure context of
administrative work and was designed with the broader DevOps context in mind. Terraform
can manage infrastructure on all major cloud platforms. The human-readable YAML language
helps write infrastructure code quickly. Terraforms state allows you to track resource changes
throughout your deployments. For smooth operation, Terraform definitions should be written
to the code repository along with the current state. This is related to Terraforms operating
model, which saves locally executed operations and compares them with the current state in the
infrastructure. If you're using Terraform for a personal project, storing state in a single
terraform.tfstate file that lives locally on your computer works just fine. But if you want to use
Terraform as a team on a real product, you run into several problems (Brikman, 2016):

— Shared storage for state files. To be able to use Terraform to update your infrastructure,
each of your team members needs access to the same Terraform state files. That means
you need to store those files in a shared location.

— Locking state files. As soon as data is shared, you run into a new problem: locking.
Without locking, if two team members are running Terraform at the same time, you can
run into race conditions as multiple Terraform processes make concurrent updates to the
state files, leading to conflicts, data loss, and state file corruption.

— Isolating state files. When making changes to your infrastructure, it’s a best practice to
isolate different environments. For example, when making a change in a testing or
staging environment, you want to be sure that there is no way you can accidentally break
production.

The above issues need to be addressed in-house when building the automation of the
processes that make up the infrastructure. However, the main drawback of Terraform in the
context of Cloud Agnostic automation is that it abstracts definitions in a poor way. In essence,
Terraforms definitions are often a one-to-one rewriting of the properties issued by the cloud
providers' native APIs. Thus, the only thing we gain relative to the native API is that the multi-
cloud definition is given a common form of notation and a central tool responsible for
orchestration. Terraform lacks proper abstraction mechanisms to hide implementation details
by exposing a simple API.
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A separate problem with Terraform is the poor support for deploying applications to
a pre-created infrastructure. This is done by injecting initialization scripts onto the virtual
machine. The script is usually written as a shell script, leading to a mix of declarative

infrastructure definition and imperative initialization scripts.

7. Kubernetes cluster as resource orchestration and execution environment

The decision to choose a cloud provider is a very difficult one. On the one hand, the use of
native solutions available from a given provider is very tempting due to the relatively high ease
of implementation and the predictability of costs at the time of the decision. On the other hand,
a strong attachment to a provider's specific solutions raises concerns about over-dependence,
which may result in no easy path out in the future to an environment offering better value for
money.

Many companies, for this reason, are opting for a certain compromise to loosen their strong
ties to a single cloud, choosing the Kubernetes computing cluster environment as their primary
runtime tool. The use of Kubernetes as a Platform as a Service (PaaS) provides a universal
abstraction layer to build independence and loosens many of the strong ties to the native
services of a given provider. Each of the major cloud service providers mentioned has
Kubernetes cluster as a PaaS offer. In the AWS cloud, this is the Elastic Kubernetes Service
(EKS), Microsoft provides it in the form of Azure Kubernetes Service (AKS) while Google
provides it as Google Kubernetes Service (GKE).

Kubernetes cluster is a portable, extensible open-source software platform for managing
tasks and services running in Docker containers. Most importantly, Kubernetes works with
declarative configuration and automation expressed in YAML files called manifests. The state
of the environment itself is maintained directly on the cluster itself, thus bypassing many of the
problems we encounter when using Terraform. With the requirement to use cloud agnostic
definitions, using Kubernetes as an abstraction layer separating us from direct interaction with
the cloud is a very welcome solution. On the one hand, our application definitions have one and
the same record regardless of the cloud on which the cluster is installed, and on the other hand,
it is Kubernetes in the form of the relevant drivers provided by the operator that knows how to
scale the demand for virtual machines (VMs) or other specific resources.

However, the problem arises when there is a need to provision resources that Kubernetes
itself does not support, e.g. registering a sub domain, running a database, etc. Pure Kubernetes
is mainly an execution environment where the orchestration of the necessary resources is
severely limited. The following chapter presents a solution to this problem, which extends

Kubernetes' capabilities theoretically in an unlimited way.
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7.1. Extending Kubernetes functionality with Crossplane

The developers of Kubernetes have predicted the possibility of extending functionality
through so-called Custom Resources (CR) (Kubernetes, 2023). Custom Resource is
an extension to the Kubernetes API that is not necessarily available in the default Kubernetes
installation. It represents a customization for a specific Kubernetes installation. However,
many core Kubernetes features are now built using custom resources, making Kubernetes more
modular (Kubernetes, 2023). CRs can appear and disappear in a running cluster through
dynamic registration, and cluster administrators can update CRs independently of the cluster
itself. A CR is simply customized structured data. In order to perform additional operations on
it, there must be a process to enforce it. This process is the Custom Controller, which performs
programmed actions based on the CR. Custom Controller is a specialized Kubernetes Pod, that
is observing changes in CRs and respond accordingly to them.

The aforementioned functionality is the basis of the Crossplane tool (Crossplane, 2023).
The purpose of Crossplane is to extend the Kubernetes cluster with the ability to provision any
resources outside the cluster. This is all done using the same YAML manifests when configuring
the environment. Crossplane provides extensions to Kubernetes Custom Resources, while also
providing the corresponding Custom Controllers responsible for executing these definitions.
The advantage of this solution lies in a unified way of deploying the application and
instantiating the resources for that application. One common YAML manifest format combines
both tasks into a single process. Previously described tools unified writing in only one of these
areas: deployment or resource orchestration. Kubernetes with Crossplane combines both areas
into one consistent mechanism based on YAML manifests. Let's take a look at the principles of
Crossplane.

Crossplane introduces multiple building blocks that enable you to provision, compose,
and consume infrastructure using the Kubernetes API. These individual concepts work together
to allow for powerful separation of concern between different personas in an organization,
meaning that each member of a team interacts with Crossplane at an appropriate level of
abstraction.

The primary concept for extending the Kubernetes API is the Composite Resource
Definition (XRD) (Crossplane, 2023). The purpose of the XRD is to define the details of the
exposed API, which will then be used for resource provisioning. XRD provides the ability to
define a cloud agnostic interface that will be translated into appropriate compositions. In order
to be able to transform the XRD into specific resources, Crossplane provides the concept of
Composition. This is an entity whose task is to define particular resource orchestration for given
XRD. Composition is executed after the user provides proper Claim for particular XRD.
Each XRD can have multiple Compositions, where each Composition can be responsible for
handling different clouds. A Composition uses the appropriate Providers to perform the

operation. Providers are implemented by open-source teams as well as by many companies,
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including cloud providers. Often, Providers are using internally native APIs, like SDK or CLI
prepared by cloud vendor. The task of the Provider is to expose the corresponding API and their
execution mechanisms in the form of a Pod running in Kubernetes (Crossplane, 2023).

Let's look at an example in which we will build a Cloud Agnostic API for network
provisioning across two clouds: AWS and Azure. Both clouds provide a very similar concept,
however the implementation differs between the two. For example, Azure requires a Resource
Group to be indicated for entities being created which is not the case in AWS. We want to
encapsulate these differences in a single consistent definition of XRD. A basic, very simple
example is shown in Table 3. The code on the left defines an API scheme for networking.
It assumes the existence of three specific properties {region, addressSpace, subnetCidr}.
The right-hand side of Table 3 shows an example of the Claim that is used to create a network
by end user. Claim provides information from the user as to what environmental parameters he
1s interested in. It is an API prepared for the end user. All implementation details are not visible.

In the presented example, the user indicates only three available settings.

Table 3.
Example XRD definition of API for subnet provisioning with corresponding Claim for
a resource

# XRD definition API for networking # Claim for network
apiVersion: apiextensions.crossplane.io/v1 apiVersion: example.com/vlalphal
kind: CompositeResourceDefinition kind: XNetwork

metadata: metadata:

name: xnetworks.example.com name: exampleNet

spec: spec:

group: example.com compositionSelector:
names: matchLabels:

kind: XNetwork cloud: aws

plural: xnetworks region: eu-central-1
versions: addressSpace: 10.40.0.0/16
- name: vlalphal subnetCidr: 10.40.32.0/19

served: true
referenceable: true
schema:
openAPIV3Schema:
type: object
properties:

spec:

type: object
properties:

region:

type: string
addressSpace:

type: string
subnetCidr:

type: string
Source: own work.

The above Claim, shown in table 3 is executed by the corresponding Composition.
Since the example supports two clouds then through the compositionSelector field inside the
Claim we indicate which composite is to be used to create the resource. The example
Compositions code is shown in table 4.
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Table 4.

Example of two compositions for subnetwork XRD covering AWS and Azure clouds

# XRD definition API for networking
apiVersion: apiextensions.crossplane.io/v1
kind: Composition

metadata:

name: azure.xnetworks.example.com
labels:

cloud: azure

spec:

compositeTypeRef:

apiVersion: exaple.com/vlalphal
kind: XNetwork

resources:

- name: resource-group

base:

apiVersion: azure.upbound.io/v1betal
kind: ResourceGroup

metadata:

name: resource-group

patches:

- type: FromCompositeFieldPath
fromFieldPath: spec.region
toFieldPath: spec.forProvider.region
- name: vnet

base:

apiVersion: network.azure.upbound.io/v1betal
kind: VirtualNetwork

spec:

forProvider:
resourceGroupNameSelector:
matchControllerRef: true

patches:

- type: FromCompositeFieldPath
fromFieldPath: spec.region
toFieldPath: spec.forProvider.location
- type: FromCompositeFieldPath
fromFieldPath: spec.addressSpace
toFieldPath: spec.forProvider.addressSpace[0]
- name: subnet

base:

apiVersion: network.azure.upbound.io/v1betal
kind: Subnet

spec:

forProvider:
resourceGroupNameSelector:
matchControllerRef: true
virtualNetworkNameSelector:
matchControllerRef: true

patches:

- type: FromCompositeFieldPath
fromFieldPath: spec.subnetCidr
toFieldPath: >-
spec.forProvider.addressPrefixes[0]

# Subnet Composition for Azure
apiVersion: apiextensions.crossplane.io/vl
kind: Composition

metadata:

name: aws.xnetworks.example.com
labels:

cloud: aws

spec:

compositeTypeRef:

apiVersion: exaple.com/vlalphal

kind: XNetwork

resources:

- name: vpc

base:

apiVersion: ec2.aws.crossplane.io/vlbetal
kind: VPC

patches:

- type: FromCompositeFieldPath
fromFieldPath: spec.region
toFieldPath: spec.forProvider.region

- type: FromCompositeFieldPath
fromFieldPath: spec.addressSpace
toFieldPath: spec.forProvider.cidrBlock
- name: subnet

base:

apiVersion: ec2.aws.crossplane.io/vlbetal
kind: Subnet

spec:

forProvider:

vpcldSelector:

matchControllerRef: true

patches:

- type: FromCompositeFieldPath
fromFieldPath: spec.region
toFieldPath: spec.forProvider.region

- type: FromCompositeFieldPath
fromFieldPath: spec.subnetCidr
toFieldPath: spec.forProvider.cidrBlock

Source: own work.
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Note that the XRD hide the programming details of how to provision individual resources.
The abstract XRD presented for networking is very concise and readable. Its implementation
translates differently on different clouds. In the case of AWS, two resources will be created:
Virtual Private Network (VPC) and Subnet inside the VPC. Azure requires three entities to
achieve the same functionality. Firstly, we need to create a Resource Group (RG), in which we
then place a Virtual Network (VNet) and one Subnet. All resources are listed in the resources
section of the Composition. Parameter values supplied by the user from Claim are rewritten by
the patches sections. The presented patches are a small sample of the possibilities offered by
this mechanism.

The Composite itself indicates what type it implements in the compositeTypeRef field.
Both compositions shown indicate the same XNetwork type. The final indication of which
Composition is to be executed by the Crossplane is done by appropriately labelling it in the
metadata section.

In figure 1 is presented a conceptual diagram showing the relationship between the
Crossplain components. The DevOps team provides an XRD to the Kubernetes cluster
describing the APIs available to end users and a set of Compositions that define in detail how
the APIs are to be orchestrated. In the diagram from Fig. 1, the DevOps team has provided one
XRD and two Compositions, using two different Providers, Azure and AWS. The respective
Azure and AWS Providers were also previously installed on the cluster.

Consumer of a service deploys to Kubernetes Claim manifest with specification for
requested service. In the example from Fig. 1, the Claim points to the AWS environment.
Thus, the request will be handled by the respective Provider, which, based on the Claim,
will provision the required resources in the AWS cloud. At the same time, the Composition
provides information on which applications are to be installed in the Kubernetes cluster itself.

J Senice
XRD
Definition

Crossplain provider Azure
Composition Azure '

Azure H
provisions
executes
» "
L AWS

= Crossplai provider -
CS cHics ; Composition™,  AWS Pod AWS
onsumer ! AWS  deploys Resource

N i Claimsg

Application Pod

implements
uses )

. prepares [ Claim | selects uses
a .4’{ (AWS) }—’ T

Figure 1. Diagram presenting the conceptual relations between Crossplain components in a Kubernetes
cluster

Of course, we are in no way restricted to mixing resources from different clouds in a single
Composition.
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Each resource described in the Composition throughout its life cycle has a corresponding
record on the Kubernetes cluster. This record stores the required state of the resource. This state
is continuously monitored by Crossplane providers and, if differences are detected between the
resource and its description in the cluster, the appropriate steps are executed. Through the
Kubernetes cluster, Crossplane manages the entire life cycle of resources created in and outside
the cluster. Removing Claim from the cluster also removes any resources created by it.

The example above illustrates how Crossplane extends Kubernetes functionality to create
resources outside the cluster itself. This provides a uniform record of infrastructure definition
and application deployment via YAML manifests. A state in which an API has been exposed
that enables the application to run as a uniform record of the resource list and application
deployment, e.g. in the form of a Helm Chart Release, is desirable. The orchestration of all
elements is overseen by internal mechanisms that manage the lifecycle of Kubernetes objects.
Thus, we gain a mechanism to prevent manual changes to the infrastructure, which is one of

the requirements for well-designed automation of execution environments.

8. Conclusions

In the article, we provided an overview of the tools available to automate infrastructure.
The TaaC problem is not an easy one to solve, particularly if you do not want to be strongly tied
to a specific cloud provider. Achieving Cloud Agnostic status is much more difficult than
automating within a single provider. In this case, it is not possible to design an effective
automation process using the tools that the cloud provider provides. This is because these tools
only work within a given provider, so we are forced to duplicate automation by specializing it
based on different tools.

Tools that can automate across multiple cloud providers simultaneously may provide
a solution to this problem. In particular, Terraform is a good solution. While Terraform provides
a common format for declaring resources across multiple clouds simultaneously, it does not
provide the ability to hide implementation details. In addition, Terraform was primarily
developed for the purpose of automating infrastructure orchestration, and thus provides poor
mechanisms for installing applications on the referenced infrastructure.

The most mature solution that meets the requirement for automation in isolation from the
specifics of cloud providers' gives Kubernetes in combination with Crossplane.
Pure Kubernetes successfully provides mechanisms for automating application deployment.
In fact, it was primarily developed for such purposes. The only requirement to run a given
application on a Kubernetes cluster is to package the application in an appropriate Docker
container. Enriching Kubernetes with Crossplane extends the functionality of the cluster with

the possibility of interacting with the external environment. Thus, we get a consistent, central
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place where we manage the application as well as the infrastructure in a uniform way.

All automation is written in the form of YAML manifests. The DevOps team simultaneously

works on both infrastructure and deployment declarations, publishing the whole solution as

a corresponding package. The definition itself is stored on the Kubernetes cluster providing

a unified APIL. Deployment details are hidden behind the corresponding Compositions,

providing the user only with a simplified XRD. At the moment presented solution seems to be

most mature design when Cloud Agnosticism is key point on a list of requirements.
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1. Introduction

The Kubernetes cluster is becoming a mainstream global technology, according to a survey
conducted by the Cloud Native Computing Foundation (CNCF). As many as 96% of the
organizations surveyed indicated that they are using Kubernetes or are in the process of
evaluating its capabilities (CNCF Annual survey, 2021). Of these, more than a quarter of
respondents indicated that they are using Kubernetes as a cloud service provided by major cloud

operators in the global market.
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The growing popularity is linked to the provision of solutions that allow for an easily
scalable environment compared to applications running on virtual machines. Kubernetes is
gaining in proportion to the increasing popularity of application containerization. It keeps code
operational and speeds up the delivery process. The Kubernetes API allows automating a lot of
resource management and provisioning tasks. According to IBM, the most important factors
influencing the choice of Kubernetes are (Top 7 Benefits of Kubernetes, 2022):

— Container orchestration savings,

— Increased DevOps efficiency,

— Deploying workloads in multicloud environments,

— More portability with less chance of vendor lock-in,

— Automation of deployment and scalability,

— App stability and availability in a cloud environment,

— Open-source benefits of Kubernetes.

In this paper, I focus on presenting the problem of making an application running in
a Kubernetes cluster accessible to an external environment using the Ingress mechanism.
Kubernetes Ingress is the basic tool that defines access to an application from the outside.
Production use of this mechanism requires support in the form of external resources, usually
provided by a cloud operator. In this paper, I outline what the basics of Ingress are and its
limitations. Additionally, I present a way to circumvent the limitation of single Ingress per
Kubernetes Service, allowing two Ingress mechanisms to be used simultaneously for

a designated application service running on a cluster.

2. Kubernetes Ingress basics

An Ingress is a native Kubernetes object that defines external access to a Service running
on a cluster (Burns et al., 2022). The Service object itself groups multiple Pods under one
common type. The task of the Ingress manifest is to define a set of rules that govern inbound
connection mapping between Services. This mechanism consolidates the routing rule to
Services into a single resource. This routing is based on layer seven of the ISO/OSI model.
Without the Ingress mechanism, each Service to be accessed outside the cluster would require
to use separate definitions of e.g. LoadBalancers or NodePorts. LoadBalancer and NodePort
exposes a service by specifying that value in the service's type. This limitation is particularly
challenging for applications designed in microservices architecture. This definition makes it
impossible to expose the entire application under one common URL because each new

LoadBalancer will receive a separate IP address.
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Ingress, on the other hand, is a completely independent resource to your Service. This makes
it decoupled and isolated from the Services you want to expose (Burns et al., 2022; Palmer,
2023). An Ingress is used when we have multiple Services and we want the outbound requests
routed to the Service based on URL path. Consider an example with two Services, S1 and S2 in
a cluster. Then, for URL myservice.com/s1 we want to route to the S/ Service and accordingly
for URL myservice.com/s2 we want to expose Pods served from S2 Service. These routings
will be performed by an Ingress. Unlike NodePort or LoadBalancer, Ingress is not actually
a type of Service. Instead, it is an entry point that sits in front of multiple services in the cluster.
Figure 1 shows a diagram of how Ingress works showing the links between Kubernetes entities.
In the example shown, Service S1 groups two Pods of a single WebI web application. This way,

traffic can be balanced between multiple Pods.

-------------------------------------------------------------------

@ Pod Web1 | !

inbound .

requests Kubernetes cluster

' Service 81 @

- - Pod Web1 | |
myservice.com/s1 i
myservice.com/s2 Ftoan R R R |

Ingress ! :
| Gp—0
! : Pod Web2 | !

Figure 1. Diagram showing the links between Kubernetes Ingress, Services and Pods.

To use the above mechanism, it must be supported by the environment on which Kubernetes
is running. This is because, to function, /ngress needs to access the network interface on which
external traffic will be handled. By default, the cluster does not have this access, as this is
resolved differently in each environment/cloud. Thus, it is the duty of Kubernetes
administrators to provide and configure the appropriate mechanism. It is done by installing the
appropriate Ingress Controller. The most popular Ingress Controller is the Nginx Ingress
(Nginx docs, 2023). This is evident from the direct support by major cloud providers such as
AWS, Azure and Google Cloud. The necessary support that cloud operators provide is related
to the implementation of specific Ingress Controllers that tie the Nginx server to external
services available in each cloud. In the case of AWS EKS, Nginx works alongside the
AWS Load Balancer (Provide externall access..., 2023). In the case of Microsoft Azure AKS,
the native service called Azure Load Balancer is used (Microsoft learn: Create an ingress,
2023). Correspondingly, Google Cloud integrates the Google Cloud L4 Load Balancer with
Nginx (Ingress with Nginx, 2023). As can be seen, each of the indicated cloud operators by
default uses its own service based on load balancer functionality to integrate with Nginx-based
Ingress. This limitation will be further elaborated in the next section.
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3. Motivation for research

However, the solution described above has a drawback. When using Nginx Ingress,
we bind ourselves to a specific physical implementation that the cloud operator uses to integrate
with cluster. Typically, it is some kind of a layer four based load balancer. In my example,
I will focus on the solution offered by Microsoft Azure. Load Balancer provided by Azure is
not the only service that can be used here. Other services that Azure offers are Traffic Manager,
Front Door or Application Gateway. Each of these services has its own specialized application.
The Load Balancer itself in Azure operates at layer four of the ISO/OSI model. In Azure,
we also find a more tailored service for the requirements of web application/RESTful traffic,
which is the Application Gateway (AppGw) (Microsoft learn: What is Azure Application
Gateway, 2023). AppGw has the advantage of working on layer seven of the protocol.
However, its advantages do not end there, as AppGw in Azure can be extended with a few
additional functionalities, such as Web Application Firewall (WAF), autoscaling,
high availability, URL-based routing, SSL encryption, SSL termination, Cookie-based affinity.
With the above in mind, Microsoft Azure provides an Ingress Controller for Kubernetes
clusters that directly uses AppGw. This service is called AGIC and is a direct alternative to
Nginx+Load Balancer. The question here is which solution to use? Officially, you have to
decide on one of these services, so when designing the system architecture, the designer has to
decide between Ingress based on Nginx+Azure Load Balancer or Ingress based on Application
Gateway.

Both solutions have many important functionalities. Some of these are available in both
solutions. However, some functionalities are only available in one of the solutions exclusively.
An example of this i1s the WAF available in AGIC, which is not available in the pure Nginx
Ingress Controller solution. The WAF functionality is highly desirable for applications with
strong IT system security requirements. A web application firewall is highly effective for
detecting or preventing web attacks, leveraging the OWASP ModeSecurity Core Rule Set.
For example, it can protect web applications from cross-site scripting and SQL injection attacks.
On the other hand, Nginx provides many functionalities that are not directly available in AGIC.
Using Nginx as an Ingress Controller allows you to take advantage of Single Sign-on (SSO) or
provides a powerful mechanism for dynamic reconfigurations possible directly from

Kubernetes manifests.
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With the above in mind, there are situations where the architectural design would indicate
the need to use both solutions simultaneously. Such a configuration offers the possibility to
implement richer functionality by combining the features of both solutions. However, there is
no documented method to achieve this. There is no such Ingress manifest definition that could
integrate both solutions into a common functionality. In the following section, I present the
architecture design pattern with its example implementation that combines both solutions.
The key task of the discussed solution is to enable control of the entire system via Kubernetes
manifests. Additionally, discussed architecture proposal gains a more elaborate model for the
division of responsibilities between the DevOps and Security teams which is discussed in the

next chapter.

4. Architecture pattern proposition for Dual Ingress Controller

To address the need to use both Ingress Controllers simultaneously, I present a two-tier
Ingress architecture for a service running on an Azure AKS cluster. The simultaneous use of
the Application Gateway and the Nginx Ingress Controller provides broader functionality and
greater flexibility over standard solutions. Figure 2 shows an architectural diagram of the

presented system.
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Figure 2. Diagram presenting Dual Ingress architectural pattern. Proposed design uses Application
Gateway as an entry point for application and simultaneously Nginx Ingress controller. Diagram
describes relations between all entities in presented pattern.
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The main functional objective of the system is to run any web or RESTful system on the
Kubernetes cluster. In the diagram from figure 2, the target application is installed in the
namespace webapp. It consists of two Pods and a standard Kubernetes Service definition
pointing to the application. The described scenario is the standard way how applications are
deployed and served from Kubernetes cluster. An example of such a definition is presented in
table 1.

The detailed routing to the above application, which will take place on a URL basis,
is implemented on the Nginx Controller. For this purpose, the controller must be installed on
a cluster. In the case of Azure AKS, the controller installation procedure described in (Microsoft
learn: Create an ingress controller in AKS, 2023) can be used. In presented example, the Nginx
controller is installed in the namespace ingress-ctrler as shown in the diagram in figure 2.
The Nginx controller installation consists of a Pod on which the Nginx server is running and
its own Service object. This Service directly integrates with the Azure Load Balancer.
Thus, any network traffic passed to the Load Balancer input is effectively passed to the Pod
with the Nginx server configured as reverse proxy. The second very important role of the
aforementioned Pod is to observe the Ingress objects created on the cluster, which specify the
ingress class on nginx in the spec.ingressClassName field of the manifest. An example of
an Ingress definition linking the web application service to the Nginx controller is presented in
table 2. The purpose of this manifest is to specify the URL path under which the web application
is to be accessed externally.

Table 1.
Example Kubernetes manifests for application deployment. On left an deployment for example
web application, on right Service definition

apiVersion: apps/vl apiVersion: v1
kind: Deployment kind: Service
metadata: metadata:

name: webapp-hw
namespace: webapp

spec:

replicas: 2

selector:

matchLabels:

app: webapp-hw

template:

metadata:

labels:

app: webapp-hw

spec:

containers:

- name: webapp-hw

image: mcr.microsoft.com/azuredocs/aks-helloworld:v1
ports:

- containerPort: 80

env:

-name: TITLE

value: "Example WebService"

name: webapp-hw
namespace: webapp
spec:

type: ClusterIP
ports:

- port: 80

selector:

app: webapp-hw

Source: own work.
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The next step required to implement the Dual Ingress architecture is installing the AppGw
controller (AGIC). The AGIC controller itself is installed in the Kubernetes cluster as
a corresponding AKS extension. It is an internal Azure mechanism that installs according to the
instructions available in (Microsoft learn: Creating an ingress controller wit new Application
Gateway, 2023), either as an Add-On or a Helm package. The execution of this instruction
provides the necessary AGIC Pod to the namespace of the kubernetes-system and creates
a physical Application Gateway in Azure. The installed AGIC Pod has a similar role to the
Nginx controller Pod. The task of this Pod is to observer the Ingress manifests for definitions
that indicate the ingress class as azure/application-gateway in the kubernetes.io/ingress.class
annotation.

To perform the integration of the two Ingress controllers, we need to link the two Services
to each other in an appropriate manner. Unfortunately, it is not possible to indicate in the Ingress
definition prepared for the AGIC to redirect to another Ingress, in our case to the Nginx Ingress
Controller. The main limitation of Ingress definitions is that only objects of type Service can
be exposed as the target object. This is the primary reason for the lack of solutions that present

the possibility of using both mechanisms simultaneously.

Table 2.
Nginx based Ingress manifest exposing Service webapp-hw on URL app.example.com

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

name: nginx-webapp

namespace: webapp

annotations:
nginx.ingress.kubernetes.io/ssl-redirect: "false"
nginx.ingress.kubernetes.io/use-regex: "true"
nginx.ingress.kubernetes.io/rewrite-target: /$1
spec:

ingressClassName: nginx

rules:

- host: app.example.com

http:

paths:

- path: /(.*)

pathType: Prefix

backend:

service:

name: webapp-hw

port:

number: 80

Source: own work.




192 P.P. J6zwiak

Table 3.

Kubernetes Application Gateway based Ingress manifest exposing Nginx controller Service
on URL app.example.com. Ingress definition also contains TLS section for encryption and
certificate provisioning by Let’s Encrypt

apiVersion: networking.k8s.io/v1
kind: Ingress

imetadata:

name: appgw-nginx

namespace: ingress-ctrler
annotations:
kubernetes.io/ingress.class: azure/application-gateway
cert-manager.io/cluster-issuer: letsencrypt-appgw-http
spec:

tls:

- hosts:

- app.example.com

secretName: appgw-cert-secrets
rules:

- host: app.example.com

http:

paths:

- path: /*

pathType: Prefix

backend:

service:

name: nginx-ingress-controller-svc
port:

number: 80

Source: own work.

However, there is a way around this problem and integrate AGIC and Nginx into a two-tier
ingress architecture. To do this, we can take advantage of the fact that the Nginx Controller also
has its own Kubernetes Service object. It is defined in the ingress-ctrler namespace as
a mechanism to bind the Azure Load Balancer to Nginix Pod. In the solution discussed here,
I use this definition directly to bind the AGIC Ingress to the Service of Nginx controller.
Such a configuration is shown in the diagram in figure 2. An example implementation of Ingress
pointing to Nginx is shown in table 3. It is important that the Ingress definition for the AGIC is
defined in the ingress-ctrler namespace. This is necessary because the Ingress itself can only
point to the target Service from the same namespace. This does not cause major complications,
as Ingress controllers are implemented in such a way that they observe the corresponding
manifests in any namespace. Using such a solution makes it possible to link the two mechanisms
into a chain of two Ingress Controllers running one after the other. The AGIC acts as a direct
external interface where network traffic goes at first to the application. This traffic is then
redirected to the internal Load Balancer via the AGIC Ingress, which points to the Nginx
Controller as the next step in the network traffic path. The Nginx server redirects the traffic in
the second step directly to the Pod of the target application that handles the user's request.
Thus, we have a two-tier architecture for handling network traffic, connecting all the
mechanisms available in both Ingress controllers.

There are many advantages of this solution, the most important of which I outline below.
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4.1. Web Application Firewall as SaaS

The first advantage is the ability to use the Web Application Firewall (WAF), which is
provided as a SaaS service by Azure. This is a very sophisticated system that enhances the
security of a web-based system, with the aim of detecting and responding to anomalies in
network traffic. It is important to note that the system administrator does not need to be a high-
level expert in this area, as WAF uses the OWASP ModeSecurity Core Rule Set providing
recommendations available for use. The separation of the WAF functionality as a SaaS service
available outside the cluster also allows for easier separation of duties for the DevOps and
Security teams. The Security team defines the necessary security definitions directly on AppGw
and WAF, without the need to interfere with the Web application itself or the Kubernetes cluster.
On the other hand, the DevOps team uses the Nginx service to implement the functional rules.
In this situation, access to the security rules defined on AppGw+WAF may not be available to
the DevOps team, as they will deploy their functional rules on Nginx instead. This increases

the level of security by narrowing access to defined rules only by Security team.

4.2. SSL offload

Another important asset of the proposed architecture is SSL offloading. SSL offloading is
the process of removing the SSL-based encryption from incoming traffic that a web server
receives to relieve it from decryption of data. The entire encryption effort has been moved off
the cluster to AppGw. Network traffic has been secured to the first device, while in many
situations internal network connections do not need to be encrypted. This relieves the end
devices of additional power requirements, thereby increasing the throughput of the solution and

reducing costs.

4.3. Automated TLS certificate renewal

Using HTTPS connection encryption requires obtaining a certificate with which the
connection will be encrypted. Since in the solution presented here, all encryption handling has
been moved to AppGw, we can use the cert-manager that works with this service.
The cert-manager provided by Let’s Encrypt can integrate with Azure AppGw by installing the
corresponding controller on the Kubernetes cluster. For this purpose, the Let’s Encrypt Pod was
installed in the namespace of cert-manager according to the documentation available in
(Microsoft learn: Use TLS..., 2023). The cert-manager mechanism observes the Ingress
definitions created for AppGw and, when a definition is detected that indicates the need to
enable TLS, performs the appropriate steps to automatically acquire a trusted certificate
prepared by Let’s Encrypt certificate authority. An example of such a link is shown in table 3.
The corresponding annotation of cert-manager.io/cluster-issuer and the spec.tls section informs
the cert-manager mechanism to acquire a certificate and handle encrypted HTTPS traffic.
This is done by temporarily manipulating the routing on AppGw, exposing temporary URLs
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pointing to Let’s Encrypt Pod. A third-party certification system is then requested in the next
step to issue a certificate, and confirmation of domain authority is achieved through
a corresponding feedback message provided on the temporary URL. Once the certificate is
correctly obtained, this certificate is stored in the Secret on Kubernetes cluster and
automatically installed on AppGw by the cert-manager. In addition, Let’s Encrypt cert-manager

itself takes care of the appropriate rollover of expired certificates automatically.

4.4. Internal entry for maintenance team

Basing communication on two-party access to applications provides the possibility of
maintenance operation. If it is necessary to temporarily disable end-user access for
administrative work, the easiest way to achieve this is to temporarily redirect traffic on the
AppGw to the maintenance work page or appropriate HTTP 503 Service Unavailable response.
At the same time, access to the application is still possible from internal corporate traffic

directly using the Load Balancer interface integrated with the Nginx Controller.

4.5. Single Sign-on with Nginx

Nginx proxied applications can use Single Sign-On (SSO) to secure access to them. Several
solutions providing SSO authorization and authentication can be integrated for this purpose,
such as AuthO, Keycloak, OneLogin or Microsoft Active Directory FS. This makes it possible
to centralize access handling for individual elements of the overall system.

4.6. Caching, compression, and scaling

Nginx server can also cache and compress a content to increase user experience. If caching
is not possible or sufficient to handle the traffic, we can easily scale applications by increasing
the number of Pods that handle requests. Nginx provides a load balancer mechanism to handle

scalable network traffic

5. Conclusions

This paper presents an architectural pattern using a Dual Ingress consisting of Azure
Application Gateway and Nginx Ingress Controller as a reverse proxy. The described solution
provides several functionalities that combine the capabilities of both mechanisms into a single
cohesive system. The use of Kubernetes cluster provides the solution with high scalability
alongside with additional SaaS services enhancing the capabilities of the system. The discussed
solution has been successfully implemented in a commercial solution providing empirical
confirmation of the designed advantages. The dual-tier Ingress system successfully handles

variable network traffic using the austoscaler and Nginx Load Balancer. The presented
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architecture pattern provides a cost-optimized solution, adapting to the requirements of the
current network traffic. It allows for flexibility in choosing where to implement certain
mechanisms, considering the cost-effectiveness of implementation between AppGw and Nginx.
The entire solution was deployed in the Microsoft Azure cloud, using Application Gateway
Ingress as the internet facing interface. The presented solution, combined with the tools
provided by Crossplane (Crossplane Concepts, 2023), made it possible to achieve full
automation of the environment provisioning and application deployment process on Kubernetes
cluster. Network traffic is secured by appropriate encryption of connections using automatic
acquisition of TLS certificates. At the same time, the presented architecture provides internal
access to system components during maintenance windows, which requires temporary
disconnection of services from public access.

It is worth mentioning that the proposed architectural pattern of the Dual Ingress on
Kubernetes cluster is not limited to the Azure cloud only. The presented example was discussed
in the context of cloud from Microsoft, however, the general concept is also feasible to
implement in other Kubernetes service providers, like AWS or Google. The required changes
will only relate to the practical application, which requires the installation of corresponding

controllers available from the respective service provider.

References

1. Burns, B., Beda, J., Hightower, K., Evenson, L. (2022). Kubernetes: Up and Running.
O’Reilly Media.

2. CNCF Annual survey 2021 (2021). Retrieved from: https://www.cncf.io/wp-
content/uploads/2022/02/CNCF-AR_FINAL-edits-15.2.21.pdf, 5 May 2023.

3. Crossplain Concepts (2023). Retrieved from: https://docs.crossplane.io/v1.12/concepts/,
15 April 2023.

4. Ingress with NGINX controller on Google Kubernetes Engine (2023). Retrieved from:
https://cloud.google.com/community/tutorials/nginx-ingress-gke, 6 May 2023.

5. Microsoft learn: Create an ingress controller in Azure Kubernetes Service (AKS) (2023).
Available online. Retrieved from: https://learn.microsoft.com/en-us/azure/aks/ingress-
basic?tabs=azure-cli, 5 May 2023.

6. Microsoft learn: Creating an ingress controller with a new Application Gateway (2023).
Retrieved from: https://learn.microsoft.com/en-us/azure/application-gateway/ingress-
controller-install-new, 15 May 2023.

7. Microsoft learn: Use TLS with an ingress controller on Azure Kubernetes Service (AKS)
(2023). Retrieved from: https://learn.microsoft.com/en-us/azure/aks/ingress-
tls?tabs=azure-cli, 15 May 2023.



196 P.P. J6zwiak

10.

1.

12.

Microsoft learn: What is Azure Application Gateway? (2023). Retrieved from:
https://learn.microsoft.com/en-us/azure/application-gateway/overview, 6 May 2023.
Nginx  docs -  Nginx  Ingress  Controller ~ (2023). Retrieved  from:
https://docs.nginx.com/nginx-ingress-controller/, 5 May 2023.

Palmer, M. (2023). Kubernetes Ingress with Nginx Example — Kubernetes Book.
Retrieved from: https://matthewpalmer.net/kubernetes-app-developer/articles/kubernetes-
ingress-guide-nginx-example.html, 5 May 2023.

Provide external access to Kubernetes services in Amazon EKS | AWS re:Post (2023).
Retrieved from:  https://repost.aws/knowledge-center/eks-access-kubernetes-services,
5 May 2023.

Top 7 Benefits of Kubernetes (2022). IBM Cloud Education. Retrieved from:
https://www.ibm.com/cloud/blog/top-7-benefits-of-kubernetes, 5 May 2023.



SILESTAN UNIVERSITY OF TECHNOLOGY PUBLISHING HOUSE

SCIENTIFIC PAPERS OF SILESIAN UNIVERSITY OF TECHNOLOGY 2023

ORGANIZATION AND MANAGEMENT SERIES NO. 186

THE PROACTIVE PERSONALITY OF YOUNG WORKERS -
WHAT ARE THE CHALLENGES FOR EMPLOYERS?

Aneta KARASEK

Institute of Management and Quality Sciences, Maria Curie-Sktodowska University; aneta.karasek @umcs.pl,
ORCID: 0000-0002-6055-5150

Purpose: The main purpose of the study was to examine the proactive personality of young
workers in Poland.

Design/methodology/approach: Data were collected from young workers using
an e-questionnaire. The study followed the approach developed by Bateman and Crant.
The U Mann-Whitney test was used in the data analysis. The study focused on identifying
specific proactive behaviors of young workers.

Findings: Young employees with certain professional experience are characterized by highly
proactive personality. The male employees showed higher overall levels of proactiveness than
their female counterparts. In turn, the particular age of the young employees was not observed
to affect their proactive attitudes. Gender-dependent statistical differences were observed in
terms of some proactive behavior, which facilitated the formulation of specific
recommendations for employers.

Research limitations/implications: The study was carried out only in Poland. In the future,
the author plans to expand the scope of the study to include countries of varying cultural
characteristics and allow international comparisons.

Practical implications: Employers are recommended to implement targeted efforts aimed at
enhancing proactive employee behavior, particularly among female staff members.
These should include the establishment of a proactive work environment and implementation
of suitable HRM practices, e.g. in terms of proactiveness-focused career path planning and
targeted employee development (individual and team coaching, mentoring, design thinking).
Originality/value: The study identifies the proactive personality of young employees and uses
the obtained results to formulate recommendations for employers in terms of HRM
management that duly accounts for the procreative personality of employees.

Keywords: proactive personality, young employees, HRM practices, employer.

Category of the paper: Research paper.

http://dx.doi.org/10.29119/1641-3466.2023.186.15 http://managementpapers.polsl.pl/



198 A. Karasek

1. Introduction

To effectively function in a turbulent environment, an organization needs to continuously
adapt to the evolving conditions and take advantage of opportunities as soon as they present
themselves. To do so, however, it needs to recruit employees capable of coping with such
challenges. Moreover, given the prognosed labor shortages and highly varied levels of
respective employees’ engagement, it is important that the organization holds on to staff
members best suited to perform the tasks with which they are assigned. Ultimately,
the organization’s ability to face challenges will always depend on its employees’ capacity to
effectively make responsible decisions, which is why employees with proactive personality can
be a valuable asset. Proactive personality, as a personal initiative construct, enriches the
growing body of literature in the field of business, management, and psychology(Din et al.,
2023).

A proactive personality is understood as an active approach to changes in one’s environment
(Krupski, 2007). Moreover, proactive individuals are able to adapt their work environment to
their specific needs and abilities (Bateman et al., 1993). This is particularly important in the
context of the current changes that necessitate constant adaptation of methods, tools,
and performance approaches. However, leaders may regard employees’ proactivity as a threat
to their own work status (Sun et al., 2023). Hence, it is important to properly shape employee
management practices in an organization with the above in mind. In turn, identification of the
proactive personality in employees will facilitate better assignment of specific tasks and more
effective planning of activities. This is really crucial because sustainable businesses go beyond
mere regulatory compliance by proactively identifying and addressing sustainability challenges
(Wolniak, Grebski, 2023a).

Even though there have been numerous publications on the characteristics of employees
active in the job market, few have been focused specifically on the young workers currently
entering the same, and none have considered the particular aspect of young workers’ proactive
personality. Given the above, we conducted the following literature review and empirical study
exploring this particular area.

The main goal of the paper was to examine young Polish workers in terms of the proactive
quality of their personality using the 17-item scale developed by Bateman and Crant (Bateman
et al., 1993). With a view to achieving the above, the following research questions were
considered:

RQ1: What is the level of proactivity personality in young workers?

RQ2: Are there any significant gender-related differences in terms of proactive behaviors of
young workers?

Hypothesis 2.1. Proactive personality in young workers is significantly different for gender

groups.
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RQ3: Are there any significant age-related differences in terms of proactive behaviors of young
workers?
Hypothesis 3.1. Proactive personality in young workers is significantly different for age
groups.

The paper consists of 4 parts including introduction, literature review, methods, results,

and summary and discussion.

2. Literature review

In a rapidly developing economy, knowledge can quickly become obsolete, and it is
necessary to constantly be on the lookout for potentially more beneficial or efficient solutions.
In this context, employees, and especially their “proactive personalities,” play an increasingly
significant role. Said proactiveness is a determinant of proactive behavior displayed in a variety
of areas. T.S. Bateman and J.M. Crant defined a proactive person as someone with a “relatively
stable behavioral tendency” to initiate change in the environment (Bateman, Crant, 1993).
Interest in this personality-based approach remains strong due to the fact that proactive
individuals exhibit their proactiveness across multiple contexts and over time, regardless of the
contingencies of a situation at work or in one’s career (Parker, 2016).

The literature review indicated two primary approaches to proactiveness. Some researchers
define it as proactive personality (Bateman, Crant, 1993), i.e. the character of an individual who
is relatively unconstrained by situational forces and able to scan for opportunities,
show initiative, take action, and persevere until they achieve closure by bringing about change.
In the alternative approach, it is defined as personal initiative, i.e., behavior independently
engaged of one’s own volition (self-starting), proactive and lasting (Fay, Frese, 2001).
However, as stressed by A. Banka, the difference between a proactive personality and personal
initiative is rather subtle, and both approaches agree on the key point that proactiveness is
a certain predisposition dependent on personality-related factors (Banka, 2015).

In literature, the concept of proactiveness has been analyzed from the individual, team,
and organizational perspectives (Parker et al., 2006). By considering individual proactiveness,
it is possible to identify proactive predispositions and behaviors in various areas of human
activity. T. Bateman and J.M. Crant observed that proactive individuals tend to display seven
interrelated traits, which prompted them to develop the Proactivity Personality Scale —
PPS under this theoretical construct (Bateman, Crant, 1993). It is a unidimensional scale that
allows researchers to measure the effects of proactiveness.

There are many benefits that hiring of proactive individuals can yield for organizations.
The outcomes that are most frequently studied in terms of proactive personality can be grouped

into three categories: employee attitudes, job behaviors/performance, and career-related



200 A. Karasek

outcomes (Parker, 2016). A growing empirical literature demonstrates that proactive behaviors
can increase well-being (Zambianchi, Ricci Bitti, 2014). Empirical studies also show that
managerial personality traits that particularly facilitate building positive interpersonal
relationships include a conciliatory disposition and a proactive personality (Gurszynska,
Katarzyna, 2013). Moreover, research demonstrates that change recipients can venture outside
the limits of passivity to positively and proactively react to changes initiated by others (Bayiz
Ahmad et al., 2020). In turn, non-proactive employees show little initiative, rely on others to
be forces for change, and passively adapt to, or simply endure, their circumstances (Bateman,
Crant, 1993). As such, they pose a considerable challenge for employers and necessitate the
implementation of adequate organizational policies.

Proactive activity is further directed toward change and positive impact on both the overall
situation and the individual undertaking action (Parker et al., 2006). This includes the concept
of proactive communication (Curcuruto et al., 2020). During the COVID-19 pandemic, under
circumstances marked by considerable uncertainty, proactive coping was associated with less
COVID-19 stress for older adults relative to younger adults, as seen in the cross-over interaction
(Pearman et al., 2021). When considering the benefits of proactiveness, one should also point
out that individuals who expressed more proactive mindsets reported more expansive views on
roles as fulfilling fundamental motives of agency and communality (Benson-Greenwald,
Diekman, 2022).

As such, it is necessary to shape employee management practices in organizations so as to
fully utilize the potential of the employees themselves and promote an environment conducive
to employee proactiveness. Organizations desiring proactive employee behavior would be well
advised to take one of three courses of action:

e select employees with proactive personality who will generally behave proactively

regardless of the situation,

e develop transformational leaders who will motivate, inspire, and support proactive

employee behavior,

e or cultivate a climate of innovation and flexibility, which will create a strong situation

that fosters proactivity regardless of employee individual differences (McCormick
et al., 2019).

Proactiveness is particularly important for young employees at the onset of their
professional development as it is bound to impact their future careers (Forrier, 2023).
Known factors influencing student proactiveness in professional contexts include, e.g., the type
of their place of residence as well as the professional experience and education of the mother
(Krause, 2012). Moreover, studies point to a strong relationship between a proactive personality
and personal initiative/personality (Tornau, Frese, 2013). Conclusions reached in other studies
suggest that the more proactive a person is, the more likely they are to declare the desire to start
their own business in the future (Okreglicka, 2018).
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However, as the natural proactiveness of individual employees is bound to vary,
it is important to undertake targeted action at the organizational level. In the case of low-
proactiveness employees and early-career employees, the development of specific career
competencies is recommended (AlKhemeiri et al., 2021). They could help in showing current
trends in the job market and required competencies. Nowadays, predictive analytics plays
a crucial role in Industry 4.0 (Wolniak, Grebski, 2023b). The research of literature shows the
need to expand the area of research in the field of proactive personality (Jiang et al., 2023;
Sun et al., 2023).

3. Methods

The study was conducted using the statistical opinion poll method. The technique employed
was a survey with the corresponding questionnaire used as the research tool. The study aiming
to measure the proactive personality of young workers was conducted in Poland in 2022 and
supplemented in 2023. The research questionnaire consisted of 17 questions and respondent
metrics. The questions were adopted from the Proactivity Personality Scale — PPS (Bateman,
Crant, 1993). Responses given to the questions were measured using the 7-point Likert scale
ranging from “1 = strongly disagree” to “7 = strongly agree”, with the respondents choosing
one of seven response variants, arranged symmetrically. The survey questions were
accompanied by a record specifying respondent gender, age, and education.

The collected data were analyzed statistically using classical and positional descriptive
analysis. Moreover, the significance of respective differences between the obtained mean
values for individual gender and age groups was also considered. The Mann—Whitney U test
was used to compare two groups with a non-normal distribution. All statistical tests were
performed for the significance threshold of a = 0.05. The variables constituted average values
of responses regarding proactive behaviors were combined together, and an indicator- Proactive
personality was built. The Cronbach’s alpha for this indicator of proactive personality was
calculated (0,908). A premise was made that the reliability index ought to amount to at least
0.65 (Bourque, Clark, 1999).

The respondent selection was targeted. The aim of the study was to survey young employees
with some professional experience. After the initial selection of questionnaires, 334 respondents
were qualified for further analysis. Table 1 contains detailed information on the respondents

participating in the survey.



202

A. Karasek

Table 1.
Structure of respondents

Gender of the respondents [ %]

Female

Male

73,95%

26,05%

Age of the respondents [ %]

Less than 20 years - §,1%

20-25 years - 91,9%

Level of education [ %]

Postgraduate 0,3 %
Higher II 2,4 %
Higher I 41,7 %

Secondary 53,9 %
Basic/Junior high 1,7 %

Source: Based on own study.

4. Results

Answering the first research question, RQ1, the above-mentioned average declarations of

respondents were analysed. The results are presented in Table 2.

Table 2.
Descriptive statistics on proactive behaviors and proactivity personality in young workers
Total Total Woman Men
Items :
average | median | average | average
1. I am constantly on the lookout for new ways to improve my 5,63 5,76 5,64 5,64
life
2. I feel driven to make a difference in my community, 5,43 5,60 5,43 5,43
and maybe the world
3. I tend to let others take the initiative to start new projects* 4,84 5,07 4,77 5,03
4. Wherever I have been, I have been a powerful force for 4,51 4,58 4,39 4,84
constructive change
5. I enjoy facing and overcoming obstacles to my ideas 5,36 5,49 5,27 5,62
6. Nothing is more exciting than seeing my ideas turn into reality 6,02 6,28 6,00 6,08
7. If I see something I don’t like, I fix it 5,82 5,96 5,83 5,79
8. No matter what the odds, if I believe in something I will make 5,29 5,47 5,27 5,33
it happen
9. I'love being a champion for my ideas, even against others' 5,01 5,20 4,96 5,17
opposition
10. T excel at identifying opportunities 5,01 5,11 4,88 5,36
11. T am always looking for better ways to do things 5,88 6,08 5,78 6,15
12. If I believe an idea, no obstacle will prevent me from making 5,14 5,29 5,08 5,33
it happen
13. T love to challenge the status quo 4,59 4,60 4,47 4,92
14. When I have a problem, I tackle it head-on 5,47 5,60 5,42 5,63
15. T am great at turning problems into opportunities 4,81 4,90 4,72 5,01
16. I can spot a good opportunity long before others can 4,87 4,96 4,77 5,15
17. If T see someone in trouble, I help out in any way I can 5,93 6,09 5,92 5,94
Proactive personality 5,40 5,44 5,33 5,59

Note. Scale: “7” means “I completely agree” and “1” means “I completely disagree.

Source: Based on own study.
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As follows from Table 2, the respondents declared the most often that they are excited
seeing their ideas are turn into reality. However, the lowest acceptance score was recorded for
having a powerful force for constructive change. The average of proactive personality
manifested by young employees with certain professional experience is 5,4.

Answering the second and third research questions, RQ2 and RQ3, the presence of
statistically significant differences was assessed using the non-parametric U Mann-Whitney test
(Table 3). In a further step of the analysis of the results, it was demonstrated that between

17 proactive behaviors and proactivity personality in young workers and, gender, and age.

Table 3.
U Mann- Whitney result test for proactive behaviors and proactivity personality in young
workers

Gender Age
Items Test M-W: Z P Test M-W: Z P

1. I am constantly on the lookout for new ways to 1,094
improve my life 0,457 0,647 0,274
2. I feel driven to make a difference in my community, 1,874
and maybe the world 0,12 0,990 0,061
3. I tend to let others take the initiative to start new -0,188
projects® 1,355 0,175 0,851
4. Wherever I have been, I have been a powerful force 0,630
for constructive change 2,700 0,007 0,528
5. I enjoy facing and overcoming obstacles to my ideas 2,076 0,038 -0,497 0,619
6. Nothing is more exciting than seeing my ideas turn -0,191
into reality 0,805 0,421 0,848
7. If I see something I don’t like, I fix it -1,002 0,316 0,174 0,862
8. No matter what the odds, if I believe in something 1,442
I will make it happen 0,688 0,492 0,149
9. I'love being a champion for my ideas, even against 2,182
others' opposition 1,119 0,263 0,029
10. I excel at identifying opportunities 2,804 0,005 0,013 0,99
11. T am always looking for better ways to do things 2,188 0,029 1,756 0,079
12. If I believe an idea, no obstacle will prevent me from 0,036
making it happen 1,601 0,109 0,971
13. I love to challenge the status quo 2,429 0,015 1,469 0,142
14. When I have a problem, I tackle it head-on 1,259 0,208 -0,234 0,815
15. T am great at turning problems into opportunities 1,671 0,095 0,314 0,754
16. I can spot a good opportunity long before others can 1,940 0,052 0,860 0,39
17. If I see someone in trouble, I help out in any way -0,140
I can 0,041 0,967 0,889

Proactive personality 2,054 0,04 1,009 0,313

Source: Based on own study.
The following proactive behaviors examined differed according to gender (Table 3):
e Wherever I have been, I have been a powerful force for constructive change.
e Ienjoy facing and overcoming obstacles to my ideas.
e [ excel at identifying opportunities.
e [ am always looking for better ways to do things.

e Ilove to challenge the status quo.
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However, only one proactive behavior — “I love being a champion for my ideas, even against
others' opposition” examined differed according to age (Table 3).

In the case of the statement that proactive personality in young workers is significantly
different for gender groups, the male employees showed higher overall levels of proactiveness
(5,59) than their female counterparts (5,33). The gender analysis showed significant differences
between the opinions of women and men (p = 0.04). In this way, the Hypothesis 2.1 was
confirmed.

Moreover, the statement that proactive personality in young workers is significantly
different for age groups was examined. The age analysis showed no significant differences
between the opinions of respondents under 20 years and respondents in 20-25 age (p = 0.313).

Thus, the Hypothesis 2.1 were rejected.

5. Summary and discussion

Many contemporary professions require a conscious effort to constantly search for new
opportunities in the environment, gain new knowledge and experience, and demonstrate
individual workplace initiative. A proactive personality of an employee goes a long way to
facilitating such abilities. It is essential to analyze the personality traits of young employees as
it will largely determine their long-term professional engagement and potential. As follows
from the conducted study, the early-career employees surveyed showed a high overall proactive
personality, although the average results were lower in the case of female respondents.
Given the above, organizations are recommended to take steps towards enhancing proactive
attitudes in employees, particularly women.

The study allowed us to identify challenges faced by employers and formulate specific
recommendations in terms of HR management, with due consideration for the procreative
personality of employees. Current challenges for entrepreneurs include taking into account
proactive personality in HRM practices, in particular when selecting and hiring employees.
Moreover, the challenge is to support superiors in the development and creation of opportunities
to use employees' proactiveness, as well as to create a proactive organizational culture.
Specifically, the following managerial implications were identified.

1. Design HRM policies that will facilitate a goal-oriented employee focus.

2. Make efforts to ensure more seamless onboarding of female employees at the beginning
of their professional careers. To this end, targeted HRM practices aimed at supporting
women and enhancing their individual potential should be implemented. Institutions
such as e.g. career offices already during university studies, NGOs, business

organizations, and entrepreneur associations can all contribute to such efforts.
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3. Plan the career paths of young employees taking their proactive personality into
account. This will be helpful both in terms of more effective task assignment and
proactiveness support.

4. Create conditions conducive to the development and utilization of employee
proactiveness, which may help to limit employee turnover.

5. Create a proactive work environment with proactive communication practices that aim
to emphasize opportunities rather than problems.

6. Employ HRM practices in the area of employee development to encourage and support
desirable changes in employee behavior. Implementing teamwork methods rooted in
creative problem solving, including design thinking, may help staff members to question
the status quo. In turn, training programs, as well as individual and team coaching,
can all contribute to improving employee abilities in terms of change management and
constructive implementation. In this context, individual mentoring can be particularly
recommendable in raising the employees’ self-esteem and belief in their own abilities.

Proactiveness refers to a specific, desirable type of employee behavior, which is why,

although it can pose a challenge for employers, it is worth enhancing and supporting through

various targeted efforts.
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Purpose: The article aims to build a mathematical model of a bike-sharing station based on
an appropriate queueing system and show the model's usefulness in practice.
Design/methodology/approach: In designing the model, constructing a queueing system
described by exponential distributions with a finite accumulating buffer was used.
The existence of the steady state of the system and the global balance principle were used to
obtain analytical results.

Findings: The most important analytical results are the stationary probability distribution of
the number of rented bikes, the so-called loss probability (the probability that the customer has
to resign from sharing due to the lack of bikes), as well as the average (mean) values of the
number of rented bikes.

Originality/value: The paper fits into the broadly understood trend of research related to the
smart city concept. The proposed model may be beneficial in practice when designing specific
solutions related to the development of bicycle rental stations.

Keywords: Bike-sharing station, customer loss, queueing system, smart city, stationary state.

Category of the paper: Research paper.

1. Introduction

The concept of smart cities requires an in-depth analysis of the market and consumer needs.
This, of course, involves proposing appropriate communication solutions, including bicycle
rental stations. Analytical models in this area can, therefore be actively used in practice.
The use of queueing models in practical modeling is common today and is constantly gaining
in importance (see, e.g., Bose, 2002; Ng, Soong, 2008; Chan, 2014; Shortle et al., 2018 and
Lakatos et al., 2019). Queueing systems are used to design network protocols and solve logistics

and transport issues (including communication nodes and traffic control systems).
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An overview of the results regarding the modeling of bicycle rental stations can be found
in (Fishman, 2016). In (Ashqar et al., 2017; Yang et al., 2018), artificial intelligence algorithms,
particularly deep machine learning, were used to analyze the functioning of bicycle rental
stations. The article (Wang et al., 2015) considered the influence of the location of a bicycle
rental station on its operational characteristics. An optimization approach to this issue was
proposed in (Qian et al., 2022).

The paper proposes a queueing model describing renting and returning bicycles from a bike-
sharing station. This model is based on exponential distributions describing the process of
incoming customers (who want to rent a bike) and servicing them (understood here as the time
of using the rented bike). The maximum system size corresponds to the number of service
stations in an appropriately chosen queueing model. Indeed, by a single service station, we can
mean a single bicycle in use. Occupying all service stations, therefore means renting all
available bicycles. This number is equal to the maximum number of customers in the system
(in the model, we assume that when the bike-sharing station is empty, the potential customer
does not wait for a bike but resigns from the station's services).

For the stationary state of the system, after its stabilization, analytical results are presented
for the distribution of the number of customers, understood here as the number of rented
bicycles. In particular, a representation for the so-called loss probability, i.e., the probability
that all bicycles are rented, is given, as well as the formula for the average (mean) value of the

number of rented bicycles.

2. Model description

In the article, we analyze a mathematical model of a single bike-sharing station described
by means of a finite-capacity queueing system with Poisson arrivals of customers with a given
rate a. The Poisson arrival stream describes potential customers of the station who would like
to rent a bike. In practice, the arrival rate changes in time: its values can differ in different
periods. A typical engineering approach in such a situation is to divide the observation period
into a finite number of subperiods in which the intensity of arrivals can be accepted to be
constant. The service process reflects the process of using the rented bike: we assume that
successive processing times are independent and identically distributed random variables with
the mean b~1. The station “capacity” equals m > 1, i.e., we have m bikes that can be rented.
If a customer occurs when there are no bikes available for rent, he leaves the station without
service (in the “language” of queueing theory, we say that such a customer is “lost”).
Thus, using the classical Kendall notation, the considered queueing model can be classified as

the M/M/m/m-type system (a kind of system with customer losses without a waiting room).
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Critical from the point of view of ensuring the appropriate quality of customer service (QoS)
is constant monitoring of the number of bicycles available for rent. Thanks to this, it is possible
to optimally use the station - avoiding a situation in which no bikes are available for rent for
a long time during the day, or a small number of them is rented compared to the total number
of bikes offered. When describing the model probabilistically using an appropriate queueing
system, we are interested in the probability distribution of the number of bicycles available at
the station, and the probability that an arriving customer will find the station empty (no bicycles
to rent) will be significant for us. We will consider the model in the steady state, i.e. at t — ©o.
Of course, because the system contains a finite buffer, regardless of the intensity of customer
input and the speed of their service, the steady state exists (see e.g. Adan, Resing, 2015; Tijms,

2003; Heyman, Sobel, 1982 for basics of stochastic modeling in this area).

3. Analytical results

Let us introduce the following notation:

% pix =), (1)
where X stands for the number of rented bikes, n € {0, 1, ..., m}. Obviously, the following
normalization condition is satisfied:

o dn = 1. 2)
The global balance principle (see e.g., Adan, Resing, 2015), which can be applied to any
steady-state queueing model, states that the output flow of customers from a given state is equal
to the input flow to the state. Note that the output stream of customers to state O (O bikes rented,
all bikes available) is equal to the product of the intensity of customers coming to the service
station and the probability g, that the system is in state 0. In other words, the fraction aq, of
the input stream corresponds to the transition from state O to state 1. Similarly, the input stream
to state 0 "comes" from state 1 and amounts to bq,, where b is the intensity of customer service
(in our bike-sharing station model, it corresponds to the intensity of returning rented bicycles).
Similarly, the fraction bq; of the total stream describing the intensity of customer service per
time unit corresponds to the transition from state O to state 1. Comparing both streams to each
other, we obtain the equation
aqy = bq,. (3)
Now consider state 1. The customer output stream from this corresponds to a transition from
state 1 to state 2 (customer influence), but also to a transition from state 1 to state O (customer
service). Therefore it is equal to aq, + bq; = (a + b)q,. In turn, the input stream to state 1 is
related to the arrival of the customer to the "empty" system (aqg) or with the end of customer
service in a system that was in state 2 (2bq,), it is then equal to aq, + 2bq,. The quantity 2b

is related to the fact that in the considered queueing model "being" in state 2, the intensity of



212 W.M. Kempa, A. Banasik

"customer service" is 2b — each customer who rented a bike returns it with intensity b (merging
property of Poisson process describing the service in the considered model). Equating both
streams to each other, we obtain the equation

(a+b)q, = aqo + 2bqs,. 4)

For state 2, in consequence, we obtain an analogous equation, applying the global balance

principle
(a+ b)q; = aqq + 3bgs. (5)
In general, for state n, where n € {1, ..., m — 1}, we have the following equation:
(a+b)qn = aqn-1 + nbqp. (6)

A specific situation occurs for state m, corresponding to the situation in which all available
bicycles have been rented. It is no longer possible to move from this state to a higher state so
that the appropriate equilibrium equation will be

AQm-1 = Mbqy,. (7)

Let us observe that the consequence of the previous equations is the following recursive

formula:
aqn-1 = nbqy, 8)
wheren € {1,...,m — 1}.

The above recurrence can be solved explicitly. The solution, so the representation for the

stationary number of rented bikes in the station containing strictly m bikes, has the following

form (see also e.g. Adan, Resing, 2015):

an = [“85]: [z, O] = 9)

where n € {0,1,...,m} and p =% denote the so-called offered load (traffic load) in the

considered queueing model and defines the proportion between the arrival rate and service
speed.

The so-called blocking probability is of particular importance for assessing the system is
functioning, i.e., the probability that all available bikes will be rented and, consequently,

the upcoming customer will be lost. This probability is equal to g,,, and hence

p™/m!

dblock = S (10)

It is possible to use blocking probability to represent the average (mean) number of rented
bicycles without calculating the sum of the appropriate numerical series. We have
(see e.g. Adan, Resing, 2015)

E(X) = p(1 — qpiock)- (11)
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4. Numerical examples

The numerical results were obtained by a Python program using a math library, which code

is presented in figure 1 below.

import math

def calculate probabilities(a, b, m):

p=al/b

denominator_sum = sum([(p ** i) / math.factorial(i) for i in range(m + 1)])
probabilities = [(p ** n) / (math.factorial(n) * denominator_sum) for n in range(m + 1)]

return probabilities

def calculate_blocking_probability(p, m):
return (p ** m) / math.factorial(m)

def calculate_mean_number_of_bikes(p, blocking_probability):
return p * (1 - blocking_probability)

1.0 # Service rate (return rate)

if _name__ == "_main_":
a = 1.5 # Arrival rate
b =
m=S5 # Number of available bikes
p=al/b

probabilities = calculate_probabilities(a, b, m)

blocking_probability = calculate blocking probability(p, m)

mean_bikes = calculate_mean_number_of_bikes(p, blocking probability)

print("Probabilities g n:")

for n, prob in enumerate(probabilities):
print(f"q_{n}: {prob:.5f}")

print("\nBlocking Probability (q_block):")
print(f"q_block: {blocking probability:.5f}")

print("\nMean Number of Rented Bicycles (E(X)):")
print(f"E(X): {mean_bikes:.5f}")

Figure 1. Program code.

Source: Authors’ own.

The results differ depending on the input parameters (a, b, and m). The numerical results

are presented in Table 1.

Table 1.
Numerical results

Input parameters:
a=15b=10,m=5

Input parameters:
a=2,b=1.0,m=5

Input parameters:
a=15b=15 m=5

Input parameters:
a=15,b=20,m=5

Probabilities q_n:

Probabilities g_n:

Probabilities q_n:

Probabilities q_n:

d Bicycles (E(X)):
E(X): 1.40508

Bicycles (E(X)):
E(X): 1.46667

Bicycles (E(X)):
E(X): 0.99167

q_0:0.22413 q_0:0.13761 q_0: 0.36810 q_0:0.47243

q_1: 0.33619 q_1:0.27523 q_1: 0.36810 q_1: 0.35432
q_2:0.25214 q_2:0.27523 q_2:0.18405 q_2:0.13287
q_3:0.12607 q_3:0.18349 q_3:0.06135 q_3:0.03322
q_4:0.04728 q_4:0.09174 q_4:0.01534 q_4: 0.00623
q_5:0.01418 q_5:0.03670 g_5: 0.00307 g_5:0.00093

Blocking probability Blocking probability Blocking probability Blocking probability
(q_block): (q_block): (q_block): (q_block):

q_block: 0.06328 q_block: 0.26667 g_block: 0.00833 g_block: 0.00198

Mean Number of Rente | Mean Number of Rented | Mean Number of Rented | Mean Number of Rented

Bicycles (E(X)):
E(X): 0.74852
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5. Source: Authors’ own

The results show that if the arrival rate increases, the mean of rented bicycles also increases.
In case the service rate increases, the mean of rented bicycles decreases. The numerical
examples show that the model works properly and can be easily described from a 'human's point

of view'.

6. Conclusions

To declare the city as smart, it is necessary to provide different services for the inhabitants.
One of the most popular services is a bike-sharing station. As we assume, the number of users,
the number of bikes, and many more parameters should be considered as crucial to the proper
service of inhabitants. The presented paper shows that the queuing model can provide the proper
satisfaction level based on real data for a chosen city. The satisfaction of citizens is one of the

requested values for a smart city.
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Purpose: Electromyography (EMQG) is a technique dealing with the recording and analysis of
myoelectric signals formed by physiological variations in the muscle fiber membrane.
The voltage potential of surface myoelectrical signals (SEMG) varies over time and depends on
the characteristics of the individual subject. One of the main drawbacks of SEMG analysis is
that the given acquisition conditions strongly determine the amplitude of the signal.
The analysis of SEMG requires appropriate preprocessing, including proper filtering and artifact
removal. Moreover, the sEMG data must be converted to a scale standardized for all
measurements. This research aimed both to propose a method of SEMG processing to eliminate
the occurring disturbances, in particular impulsive artifacts, and to determine the level of
muscle excitation based on normalized sSEMG. The analysis of muscle excitation level can be
applied to assess muscle activity during physical activity.

Design/methodology/approach: The proposed algorithm uses set of digital filters,
probabilistic distribution and the decomposition of the SEMG signal to attenuate artifacts.
Variance analysis of the SEMG derivative is used to determine muscle excitation. The SEMG
signals were acquired with the VICON system with the sampling frequency set at 1000 Hz,
and processed in MATLAB. During sEMG recordings, standard silver/silver chloride
(Ag/AgCl) surface electrodes were used.

Findings: The suggested technique was validated using sSEMG recorded for eight persons
during deep squat. Normalized excitation was determined for the left and right muscles,
the rectus femoris, the vastus medialis, and the biceps femoris. Obtained outcomes indicate
a possibility to assess the correctness of muscles condition.

Originality/value: The combination of the proposed filter and the analysis variance-based
thresholding method can effectively eliminate impulse artifacts within the surface myoelectrical
signals.

Keywords: Spikes disturbance, EMG, Muscle excitation, Filtering, Kurtosis.

Category of the paper: Research paper.
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1. Introduction

Electromyography (EMG) is a technique that deals with, records, and analyzes
myoelectrical signals formed by physiological variations in the state of sarcolemma —
the muscle fiber membrane. The EMG signal is based upon action potentials that occur in the
muscle fiber membrane as a consequence of depolarization and repolarization processes
(De Luca, 1979). These rapid sequences of voltage changes in the sarcolemma induce the
resulting excitation (electromechanical coupling) and finally cause a shortening of the
contractile elements of the muscle cell manifested by muscle contraction (Konrad, 2005).
Although excitation and contraction present a highly correlated relationship, it is known that
weak excitation does not have to result in contractions (Konrad, 2005). The cell body, dendrites,
and the motor neuron axon that innervates the bunch of muscle fibers is the smallest functional
unit, so-called motor unit (motor neuron plus muscle fibers), of neural control of the muscular
contraction process (Moritani et al., 2004; Staudenmann et al., 2010). The term unit is used
because all muscle fibers within motor units behave and act as one in the innervation process.
Methods used to measure these signals include surface EMG (sEMG), where electrodes are
placed on the skin over the measured muscle, or intramuscular EMG (iEMG), where the
electrodes are inserted through the skin into muscle tissue (Farina et al., 2016; Trontel; et al.,
2004). The sEMG signal is a superposition of individual motor unit action potentials (MUAPs)
within the pick-up range of the surface electrodes (Rodriguez-Carrefio et al., 2012).
Recruitment of MUAPs and their firing frequency could be pointed out as the major control
action to adjust contraction and modulate the force output of the involved muscle (Konrad,
2005; Michell, 2013). Surface EMG is very attractive for researchers from various disciplines,
such as medicine (Zwarts et al., 2004; Sadikoglu et al., 2017; Chmielewska et al., 2019; Jorasz
et al., 2023; Wang et al., 2010; Martin et al., 2012; Merletti, Parker, 2004; Zielinski et al.,
2022a, 2022b; Yin et al., 2020; Xu et al., 2022; Pilkar et al., 2020), sport or rehabilitation
(Merletti, Parker, 2004; Yin et al., 2020; Xu et al., 2022; Pilkar et al., 2020) mainly since its
significant constituents, motor unit recruitment, and rate coding, are also the precursors of
active force generation (Staudenmann et al., 2010; Farina et al., 2002, 2016; Vigotsky et al.,
2018). Muscle force production is preceded by excitation input from the central nervous system
into the muscle. This signal triggers the excitation-contraction coupling, which leads to muscle
activation (Dulhunty, 2006). Finally, muscle force is produced after cross-bridges are formed,
and it is transmitted through the muscle (Zajac, 1989). With appropriate processing, SEMG can
provide information on the timing and degree of muscle excitation and could be useful for
providing insight into how the neuromuscular system behaves.

Muscles are the motors or brakes of locomotion, but they act reflexively, guided by the
commands of the central nervous system (CNS) (Konrad, 2005). Muscle activation expresses

an active contribution to muscle force and does not take into account passive components.
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Furthermore, activation versus force production is not affected by fiber length and velocity.
Activation reflects the number of fibers that are active, not the force-generating capacity of
those fibers (Vigotsky et al., 2018). Because SEMG measures changes in the polarity of muscle
fiber sarcolemma resulting from neural excitation, it could be accepted that SEMG is a measure
of muscle excitation but not a direct measure of activation. Excitation precedes muscle
activation (Zajac, 1989), so the existing relationship is reflected in SEMG. An unfiltered and
unprocessed signal detecting the superposed MUAPs is called a raw SEMG. Raw sEMG is
mostly affected by motor unit recruitment and rate coding. The envelope of this signal may be
regarded as the sum of MUAPs of the sarcolemma of the area of muscle over which the
electrode is located. Since raw SEMG is a complex signal, its processing, for example filtering,
could provide data that are referred to muscle excitation (Vigotsky et al., 2018) and can be used
to detect muscle fatigue (Sarillee et al., 2014; Calderon et al., 2014; Sun et al., 2022).

The aim of this paper is to propose a new approach to SEMG signal processing in order to
eliminate the disturbances occurring in the surface electromyography signals (Chowdhury
et al., 2013; de Luca et al., 2010), in particular, impulse artifacts and to determine the level of
muscle excitation. The suggested method could enable an assessment of the muscle condition.
The proposed approach focuses on determining the level of muscle activation in such a way as
to eliminate the basic disadvantage of the standard method, in which the determined maximum
excitation is usually based on the maximum or average value (Konrad, 2005) and can take into
account the appearing impulse disturbances.

The paper is organized as follows. In the section Materials and Methods the detailed
description of algorithm for preprocessing sSEMG signal, in particular attenuation of impulse
artifacts, and method of determining muscle excitation are provided. In the section Results,
based on real SEMG signals recorded for eight athletes during deep squat, the proposed methods
are used to determine the excitation of the rectus femoris, vastus medialis, and biceps femoris.
Next, the results obtained are compared to the results provided by the chosen classical method
and simple statistical analysis is performed for both sets of results. Finally, the outcomes are

discussed in section Discussion.

2. Materials and Methods

This section introduces the method of preprocessing the SEMG signal, finding the signal
envelope and threshold value connected to the muscle excitation. The calculated threshold
corresponds to the maximum excitation value of the muscle. The paper presents the operation
of the proposed method and an example of the results of research carried out on eight athletes
during deep squat activity. The average age of surveyed athletes was 25.86 years (range:
23-29), and the average body max index (BMI) was 24.56 kg/m2 (range: 22.7-26.3).
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Each athlete gave their written consent to participate in the study. The sEMG signals were
acquired with the VICON system with the sampling frequency set at 1000 Hz, and processed
in MATLAB (R2021a). During sEMG recordings, standard silver/silver chloride (Ag/AgCl)
surface electrodes were used. The electrodes had a Ag/AgCl disk with a diameter of about
7 mm. Therefore, the conductive surface was about 38 mm?. The skin was rubbed with a mild
abrasive to improve electrode-skin contact. The electrodes were placed according to SENIAM
(Surface Electromyography for the Non-Invasive Assessment of Muscles) recommendations
(Stegeman, Hermens, 2007). The SENIAM project is a European concerted action in the
Biomedical Health and Research Program (BIOMED II) of the European Union. The SENIAM
project developed important guidelines for EMG measurements that include, in particular,
information on the characteristic and position of the electrodes (Hermens et al., 1999; Freriks,
Hermens, 1999). All sessions with the recording of the SEMG signal took place in the first half
of the day.

In our tests, participants (athletes) were asked to generate a maximum voluntary contraction
for about 5 seconds, and this activity was repeated two times. The other exercises (deep squats)
studied in this work were repeated twice in each trial. A kurtosis value calculated in the moving
window was used to represent the quality of muscle excitation. For further analysis, the intervals
of SEMG with kurtosis closer to 3 were taken to estimate MVC activity level (determined for
selected muscle). The MV C-related activity was used for the normalization process performed
for the sSEMG signals recorded during deep squat exercises. Normalization was performed by

dividing determined muscle excitation by the MVC value.

2.1. Surface EMG processing pipeline

The proposed method of SEMG processing consists of two main steps, that is, filtering and

envelope calculation with threshold process. The sEMG processing pipeline is shown

in Figure 1.
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Figure 1. The block diagram with two main steps of the proposed SEMG processing method. The first:
filtering with a set of dedicated digital filters, and the second: envelope calculation and threshold
process.
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This is due to the fact that the SEMG signal is weak and can present a lot of artifacts (Konrad,
2005; Reaz et al., 2006), the analysis of SEMG requires appropriate preprocessing, which
includes proper filtering and artifact removal methods (Qiu et al., 2015; Yeon, Herr, 2021;
Boyer et al., 2023). The sEMG signal is usually smoothed by a method based on the root mean
square (RMS) calculation (Burden et al., 2014; Arabadzhiev et al., 2010; Gupta et al., 2017,
Rose, 2014; Karabulut et al., 2017; Arozi et al., 2020; Josephson, Knight, 2019). RMS reflects
the mean power of the signal (Luca, 1997). During the preprocessing stage, the EMG signal
was filtering by three types of digital finite impulse response filters (FIR): the high pass filter
(HPF) with a cutoff frequency set to 10 Hz (Stegeman, Hermens, 2007), the low pass filter
(LPF) with a cutoff frequency set to 250 Hz, and the band stop filter (BSF) to suppress the
mains interference (50 Hz). A moving average (Smith, 1997-1998; Kabe, Sako, 2020) hole
filter (MAHF) slid a window of 2WL length (WL = 40 ms) along the sSEMG data. The seven-
bin histogram of the SEMG data contained in the window: X = {x[n], x[n — 1], ... X[n — (2WL
— 1)]} was calculated. Then the vector D of the sSEMG samples d[i], for i € {k, k — 1...,
(K — 1)}, where K <2WL, belonging to the three most numerous bins, was created. The mean
value of D is the output of the filter. The principle of the operation of MAHF is presented in
Figure 2.

|SEMG|
x[n] X[n-1] | x[n-2] | x[n-3] | x[n-4] so |X[N-(2WL-1)]

dli] € {x[n],x[n —1],..., x[n — (2WL - 1)]}
for ie{kk—1.,(K-1)}, K<2WL

dik] | dik-2) | dik21 | .or felke(k-1))

@

Figure 2. The principle of the operation of MAHF. The seven-bin histogram of the SEMG data contained
in the window (X = {x[n], x[n — 1], ... Xx[n — (2WL — 1)]}) of 2WL length is calculated. Next, the vector
D of sEMG samples d[i], fori € {k, k—1 ..., (K — 1)}, where K < 2WL, belonging to the three most
numerous bins, is created. The mean value of D is the output of the filter.
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Next, the signals were processed using an RMS window length of 150 ms (Burden et al.,
2014). The kurtosis parameter was used to assess the influence of the proposed filtering method
on SEMG signal. Next, by determining the threshold value of the SEMG signal, the level of

muscle excitation was determined.

2.2. Kurtosis

According to the literature (Michell, 2013), more motor unit action potentials are fired with
increasing the force level during contraction. Because the SEMG signal is the superposition of
these potentials, it tends to be a Gaussian process at high force levels (Nazarpour et al., 2005,
2013). In this research, kurtosis was used to evaluate the Gaussianity of sEMG signals.
Kurtosis (1) is a classic method of measuring non-Gaussianity (Hyvédrinen, Oja, 2000).
It is a measure of the sensitivity of the distribution to outliers. In classic terms, kurtosis is
expressed by (1) (Hyvérinen and Oja, 2000):

kurt(s) = E{s*} — 3(E{s?*})?, (1)
where s is a signal and E{s} is expected value of the signal s. In our study to calculate the
kurtosis of a discrete SEMG signal, the following formula (2) is used:
S G-
(%Z’i\il(xi—ﬂ)z)z’

where L is the mean of the discrete signal s = [x1, X2, ..., Xx] and N is the number of signal

kurt(s) = (2)

samples. Kurtosis for the Gaussian random variable (s) calculated according to the formula (2)

is equal to 3.

2.3. Thresholding

Threshold calculation is performed on SEMG intervals presenting muscle excitation split
into 100 ms segments. In the first step, the level of artifacts is found. To gain insight into the
rate of amplitude changes, for each segment, the first derivative is calculated, and the variance
of the derivative is determined (variance is the measure of dispersion). Then, the mean (MD)
and standard deviation values (STDD) of variance from the segments of derivatives are

calculated by (3) and (4), respectively.
1
MD =~3L v, 3)

(v;—MD)?
STDD = |ZN,~——, (4)

where v; denotes the variance of derivatives of i-th segments of SEMG signal for all (N) sSEMG
segments under consideration. The threshold level for detecting artifacts (TAL) is determined
using the following formula:

TAL = MD + sl - STDD, (5)
where MD (3) and STDD (4) are the mean and standard deviation (Kabe and Sako, 2020) of

variance from the segments of derivatives, respectively, and sl is a constant that determines the
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sensitivity of artifacts detection. In our case, it was set to 0.95. In the second step, the variance
value of each segment is compared with TAL. If the variance of the first derivative of a given
segment exceeds the TAL value, the analyzed segment of the SEMG signal is marked as noisy.

Next, the maximum amplitude of the SEMG signal is determined (MA) according to:

A(x(n))z max x(i), (6)

i€{1,2,..K}
where x(n) is discrete SEMG signal and K denotes the length of analyzed sSEMG (not noisy
marked).

Segments marked as noisy are omitted when determining the maximum amplitude.
Then, samples of the SEMG signal exceeding the maximum are dropped. The maximum value
and time location are searched in the SEMG signal prepared in this way. In the last step,
a 2D (D = 50 ms) length window was created relative to the determined position. The threshold
value was defined as the mean of the SEMG signal in the assumed window and refers to the

level of muscle excitation. The illustration of the threshold operation is shown in Figure 3.
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Figure 3. Illustration of the threshold operation; analyzed fragment of SMEG (red), noised segment
(black), MA (horizontal red dashed line), spikes excluded from threshold analysis (blue) (a); SEMG after
removing spikes (blue), MA (horizontal red line), level of muscle excitation determined (horizontal
black line), 2D (100 ms) length window (vertical green dashed lines) for determining level of muscle
excitation (b).

3. Results

The operation of the proposed method is illustrated in Figures 4-7. An example of a raw
sEMG signal recorded for the normalization process (MVC estimation) of the left rectus

femoris muscle during two repetitions is depicted in Figure 4.
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Figure 4. An example of raw SEMG signal recorded for normalization process from left rectus femoris
muscle during two repetitions.

Figure 5 shows the filtered (by HPF, LPF and BSF), rectified samples of raw sEMG versus
the SEMG signal processed by the proposed method.
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Figure 5. An example of the absolute value of filtered (by HPF, LPF and BSF) rectified sSEMG signal
(green) and SEMG after filtering by MAH filter (blue).

Figure 6 shows the comparison of the RMS values of the SEMG signal obtained by the

standard and proposed method.
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Figure 6. Comparison of RMS values of sSEMG obtained by classic (red line) and proposed method
(blue line).

Figure 7 presents both the calculated MVC level by the proposed method and the maximum
value of the sSEMG amplitude. Figure 8 shows the RMS values of the sSEMG signal for
normalization and the calculated MVC levels obtained by the classic and proposed method in
the second repetition, while Figure 9 shows the RMS values of SEMG signal and the determined
level of vastus medialis excitation in the deep squat calculated by the classic and proposed
method.
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Kurtosis of the sSEMG fragment was estimated for each repetition before and after
preprocessing to determine the MV C level. For the first repetition of the normalization exercise,
kurtosis was equal to 4.16 and 3.30, before and after preprocessing, respectively, and 5.59 and
2.92 for the second repetition. As the SEMG signal distribution for the MVC estimation should
tend to a normal distribution, the second repetition after preprocessing with kurtosis equal to
2.92 was taken into further analysis.
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Figure 7. Determination of MVC level. The maximum amplitude of the SEMG signal is marked by
a *sign and a line in magenta color, and a red line marks the MVC level determined by the proposed
method. The sampling frequency is equal to 1000 Hz.
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Figure 8. Example of MVC determination levels for RMS obtained by the classic (a) and proposed
method (b) for left (blue line) and right (red line) vastus medialis. A horizontal line marks the MVC for
the second repetition in green for the left muscle and black for the right muscle. Additionally,
the corresponding values of measured force are presented (c).
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Figure 9. Example of determined levels of vastus medialis excitation in deep squat calculated for RMS
obtained by classic (a) and the proposed method (b) for left (blue line) and right (red line) vastus
medialis. A horizontal line marks the MVC for the second repetition in green for the left muscle and in
black for the right muscle.

The results of maximum excitation expressed in %MV C for the left and right rectus femoris,
vastus medialis, and biceps femoris muscles for the classic and proposed method during deep
squat activity are summarized in tables 1-2 and 3-4, respectively. Based on analyzed sSEMG
signals and level of muscle excitation, the outcomes obtained were divided into two groups.
The main factor that suggested the division into groups was the difference in the level of
excitation in the biceps femoris. Tables 1, 3 and 2, 4 show the results for groups 1 and 2 for
both the classic and proposed methods.

In addition, the excitation levels of the rectus femoris, vastus medialis, and biceps femoris
for each group and each person (for the left and right muscle separately) are illustrated in
Figures 10-11 (classic method) and 12-13 (proposed method).

Table 1.
The results (classic method) of maximum excitation in %MVC for left and right rectus
femoris, vastus medialis and biceps femoris muscle during deep squat activity for group 1

Rectus Vastus Biceps
Person Muscle Femoris Medialis Femoris
%MV C %MV C %MV C
1 Left 62 58 10
Right 79 65 5
’ Left 68 29 3
Right 49 30 3
3 Left 85 76 16
Right 124 42 11
4 Left 21 49 11
Right 34 59 12
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Table 2.

The results (classic method) of maximum excitation in %MVC for left and right rectus
femoris, vastus medialis and biceps femoris muscle during deep squat activity for group 2

Rectus Vastus Biceps
Person Muscle Femoris Medialis Femoris
%MV C %MV C %MV C
5 Left 15 66 31
Right 31 50 8
6 Left 54 68 3
Right 63 109 25
7 Left 63 45 62
Right 51 85 12
3 Left 12 38 75
Right 59 37 24

150 T T T T T T T T

1-L 1-R 2-L 2-R 3-L 3-R 4-L 4-R

Figure 10. The results (classic method) of maximum excitation expressed in %MVC for left and right
rectus femoris (blue bar), vastus medialis (red bar) and biceps femoris (gray bar) muscle during deep
squat activity for group 1.
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Figure 11 The results (classic method) of maximum excitation expressed in %MVC for left and right
rectus femoris (blue bar), vastus medialis (red bar) and biceps femoris (gray bar) muscle during deep
squat activity for group 2.

Table 3.
The results (proposed method) of maximum excitation in %MVC for left and right rectus
femoris, vastus medialis and biceps femoris muscle during deep squat activity for group 1

Rectus Vastus Biceps
Person Muscle Femoris Medialis Femoris
%MV C %MV C %MV C
1 Left 48 51 7
Right 37 51 5
’ Left 77 34 2
Right 38 40 3
3 Left 92 93 12
Right 126 45 14
4 Left 23 47 13
Right 29 58 9
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Table 4.

The results (proposed method) of maximum excitation in %MV C for left and right rectus
femoris, vastus medialis and biceps femoris muscle during deep squat activity for group 2

Rectus Vastus Biceps
Person Muscle Femoris Medialis Femoris
%MV C %MV C %MV C
5 Left 13 67 15
Right 26 32 4
6 Left 69 58 3
Right 57 86 21
7 Left 60 55 66
Right 32 64 11
3 Left 14 69 77
Right 30 41 17
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Figure 12. The results (proposed method) of maximum excitation expressed in %MV C for left and right
rectus femoris (blue bar), vastus medialis (red bar) and biceps femoris (gray bar) muscle during deep
squat activity for group 1.
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Figure 13. The results (proposed method) of maximum excitation expressed in %MV C for left and right
rectus femoris (blue bar), vastus medialis (red bar) and biceps femoris (gray bar) muscle during deep
squat activity for group 2.

3.1. Statistical Analysis

In the first step of the statistical analysis, the consistency of the results obtained by the
methods considered: classic and proposed was validated. The normal distribution of data
(for whole data and separately for data obtained with the classic and proposed method) were
tested by the Lilliefors-Corrected Kolmogorov-Smirnov test because of the not known expected
value and variance for the whole population. In general, the data examined were not normal
distributed (for the rectus femoris, vastus medialis p > 0.2 and biceps femoris p < 0.05),
therefore the nonparametric (independent of the distribution of random variable)
Mann-Whitney U test was performed. Based on the non-parametric Mann-Whitney U test,

it was shown that the null hypothesis that randomly selected samples came from populations
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with equal medians could not be rejected (p =0.44 for rectus femoris, p = 0.87 for vastus

medialis, and p = 0.79 for biceps femoris), which would indicate the consistency of the results

obtained for individual methods. Analyzing the box plots (Figure 14) of muscles excitation

during deep squat for the classic and the proposed method, it could be noticed a decrease in the

dispersion of excitation values for vastus medialis in the case of the proposed method.
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Figure 14. Box plots of rectus femoris, vastus medialis and biceps femoris muscles excitation levels for
classic and proposed methods.

Box plots in Figure 15 show the relationship between the excitation of individual muscles

in groups 1 and 2, depending on the method used.
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Figure 15. Box plots of rectus femoris, vastus medialis, and biceps femoris muscles excitation levels
obtained for the classic (in the top) and the proposed (in the bottom) methods. Results for groups 1 and
2 are presented on the left and ri