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Purpose: The purpose of the article is to identify the state of knowledge AND discuss the 6 

ethical issues of challenges associated with the development of artificial intelligence and robots. 7 

The research questions posed are: How can artificial intelligence be ethical? Is it possible for 8 

humans to trust machines? 9 

Design/methodology/approach: The article analyzes selected literature on the problem of 10 

trust, security and ethics regarding the development of artificial intelligence and robots.  11 

Findings: The analysis conducted showed that the ethical perspective on the development and 12 

application of artificial intelligence in robotics is not sufficient and represents a kind of research 13 

gap.  14 

Social implications: Societies are not aware of succumbing to the influence of artificial 15 

intelligence and do not demonstrate sufficient knowledge of security from intelligent machines. 16 

The trust placed in robots has no scientific basis. 17 

Originality/value: To point out the research gap on the ethical perspective of the application 18 

of modern technologies, especially artificial intelligence and robotics in global and individual 19 

application in the context of trust, security from modern technologies and ethics in the 20 

cooperation of humans and machines. The article also touches on the debatable issue of robot 21 

ethics, somewhat overlooked in scientific discourse. 22 
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1. Introduction 25 

The technologies of the 21st century have been dominated by the development of artificial 26 

intelligence. Work on artificial intelligence is consuming huge amounts of both financial and 27 

personnel resources, thus indicating the expectations in this area, including in the process of 28 

creating intelligent robots. In addition to the fascination with the positive aspects of  29 

AI development, there are also serious concerns about the negative consequences of their use 30 

in various areas of human life. These concern the economy, economics, democracy, medicine, 31 
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energy and also other areas crucial to the proper functioning of states, societies, groups and 1 

individuals (Kuzior, 2020; Kwilinski, Kuzior, 2020; Ober, 2022; Kuzior, Kochmańska, 2 

Marszałek-Kotzur, 2021). Increasingly important in this context seems to be the problem of 3 

guaranteeing the safety of humans from the side of artificial intelligence, and consequently,  4 

a clear definition of the issue of ethical dilemmas and trust in robots. Questions about security 5 

also do not evade the issue of human domination by artificial intelligence. For some time now, 6 

so-called weak artificial intelligence has been permanently accompanying humans, relying on 7 

computer system operations that mimic intelligent behavior to a limited extent. The time of  8 

so-called strong artificial intelligence, which could perform most or all of the intellectual tasks 9 

vested in humans, is likely to be possible in the near future (Siau, Wang, 2018, p. 53). 10 

Computerized devices primarily save human labor in terms of physical work. Artificial 11 

intelligence, on the other hand, is a system that allows it to perform tasks that require a process 12 

of learning and taking into account new circumstances in the course of solving a given problem, 13 

and which can, to varying degrees - depending on its configuration - operate autonomously and 14 

interact with the environment (Zalewski, 2020). Artificial intelligence and robots can assist the 15 

human mind with cognitive capabilities and the ability to learn, choose, select, in short, decide. 16 

The dynamic decision-making algorithm that controls the behavior of robots allows them to 17 

take into account past experiences. Learning from their mistakes, intelligent robots are able to 18 

modify their future actions (Kiepas, 2022; Maternowska, 2022). As robots increase their skills, 19 

their "thinking" becomes more unpredictable and beyond human computational capabilities 20 

(Michalski, 2018). Due to the lack of transparency in the decisions made by robots, their 21 

operators face increasing difficulties in interpreting and overruling the robot's decisions 22 

(Lemley, Casey, 2019). The high complexity of the decision-making algorithm and the dynamic 23 

adaptation of programming to unforeseen circumstances make robots different from other 24 

machines, which, according to many researchers, is an apex for special treatment by the law. 25 

Thus, arguments are emerging for the need to rethink legal measures applied to robots  26 

(De Chiara, Elizalde, Manna, Segura-Moreiras, 2021; Lemley, Casey, 2019; Shavell, 2019; 27 

Talley, 2019). As artificial intelligence develops, improves and reaches higher levels, concerns 28 

are being raised that it may begin to manage human systems according to the values of artificial 29 

intelligence, not humans. These issues often concern the long-term security of intelligent 30 

systems, which is important not only for individual humans, but also for the human species and 31 

life on Earth as a whole. These issues and many others are central to the field of ethics.  32 

While the above problem of machines taking control of humans may seem distant in time,  33 

or completely impossible, there is the question of creating an ever closer human-machine 34 

relationship (EU, 2018, p. 7). This raises important and difficult moral questions. One should 35 

ask about the safety of humans who live alongside intelligent, autonomous robotic machines.  36 

It is also necessary to consider the moral responsibility of humans for the unforeseen 37 

consequences of using artificial intelligence. The issue of exercising control and safe 38 

management of autonomous systems also requires rethinking. Thorough reflection is also 39 
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required on the issue of establishing regulations that would serve to build human well-being on 1 

the one hand, and ensure their safety on the other? The trust placed in machines is now so  2 

far-reaching that humans are allowing themselves to take away the freedom to determine for 3 

themselves. But what does this trust consist of? Man allows artificial intelligence to dictate to 4 

himself, as an individual, what we should buy, what road to take when traveling, which flight 5 

to take, what food to choose, what movie to watch over the weekend, what credit to choose.  6 

On the structural side, meanwhile, artificial intelligence influences stock market transactions, 7 

commodity prices, mass transportation, the industrial Internet, legal decisions and even political 8 

elections (Ike, 2018). It seems, then, that we have completely put our trust in artificial 9 

intelligence and robots. Perhaps in doing so, we have already stripped ourselves of our power 10 

over the human world? Globally, we have been put before a kind of revolution and evolution at 11 

the same time. Artificial intelligence, together with autonomous robots, arouses human 12 

admiration, but also generates a whole range of concerns that have various origins. 13 

2. Confidence placed in machines 14 

2.1. The basics of trusting robots 15 

Trust is considered one of the basic psychological factors that guarantee the cohesiveness 16 

of social structures. It integrates and binds human communities together. The act of trust is 17 

dynamic, that is, activist in nature, and involves the action of other entities and systems, which 18 

are the objects of our trust. This is because, as a social attitude, it is related to a specific form 19 

of human activity and is oriented towards the future (Sztompka, 1999; Sztompka 2007).  20 

The issue of trust has been the subject of human deliberation since antiquity. Plato, for example, 21 

described it as trust, that is, in terms of an act of faith (Plato, 1997). When analyzing the 22 

meaning and nature of the attitude of trust, its moral dimension cannot be overlooked.  23 

It is believed that one of the conditions for trust, considered as the aforementioned type of social 24 

attitude, is a factor of a moral nature, i.e. the ability of individuals or certain groups to function 25 

within a unified axiological system, i.e. in a collective that adheres to common moral values 26 

(Fukuyama, 1997). The attitude of trust is seen as one of the essential elements of social 27 

relations under the conditions of late modernity. A characteristic feature of this period is the 28 

widely understood unpredictability and associated risks. This is the so-called manufactured risk, 29 

which is distinguished from natural risk. Manufactured risk, which is one of the side effects of 30 

the development of civilization (Giddens, 2001), plays an important role in the context of the 31 

development of information technology and is understood as trust in abstract systems (Giddens, 32 

1999). This issue is included in the category of expert knowledge, because under this concept 33 

are complex technical procedures that are incomprehensible to most of the public, ensuring the 34 
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possibility of the functioning of the technologies themselves and other abstract systems.  1 

Trust, understood in this way, is related to the reliability of the individuals who design, construct 2 

and control the operation of systems. It is considered here in two dimensions: personal and 3 

impersonal. Personal trust is based on honesty, that is, it is a trait grounded in the moral beliefs 4 

of the individual. In contrast, trust in a system, or a particular technology, is instrumental.  5 

It is based on the belief that a given technology will perform according to our expectations.  6 

Its most common form is the demand for reliability and stability. The latest, widely understood 7 

information technologies and products require an increasing amount of trust from their users, 8 

both in their personal and impersonal dimensions (Szynkiewicz, 2014). Given the fact of the 9 

crucial importance of the development of artificial intelligence for the functioning of modern 10 

societies, it is worth asking how we should understand the concept of trust in this perspective? 11 

Recognizing the importance of artificial intelligence systems and the risks associated with them, 12 

the European Commission published on April 8, 2019 a document developed by an independent 13 

group of experts called Ethics Guidelines for Trustworthy AI (EC, 2021). The guidelines 14 

contained therein aim to promote trustworthy artificial intelligence defined by three 15 

components that should be met throughout the lifecycle of an AI system. The first,  16 

is compliance with the law and all applicable laws and regulations. The second is ethicality,  17 

or adherence to ethical principles and values. The third is robustness, both technically and 18 

socially, given that even with good intentions, AI systems can cause unintended harm. All three 19 

components should occur simultaneously (Turner, 2019; Gasparski, 2019). In addition,  20 

the foundations of trustworthy AI must include four key elements: respect for human autonomy, 21 

prevention of harm, fairness, and explainability. All four are based on fundamental human 22 

rights, such as respect for human dignity, individual freedom, respect for democracy, justice 23 

and the rule of law, equality, non-discrimination, solidarity, and civil rights (PDPC, 1948). 24 

2.2. Trust in human-robot interaction 25 

The issue of trust in artificial intelligence plays a special role in the robotization 26 

development space. Robotization is becoming an increasingly common process, being one of 27 

the key elements of Industry 4.0. There is no turning back from this process anymore.  28 

Thus, a paradigm shift is taking place in terms of cooperation between humans and machines. 29 

They are ceasing to act as mere tools in human hands, and are beginning to play the role of 30 

collaborators. The goal of robotization in the context of a factory is to facilitate the performance 31 

of tasks. It is worth recalling at this point one definition of a robot, which indicates that it is  32 

a tool whose configuration of sensors, actuators and integrated control system provides  33 

a significant level of flexible, independent and autonomous operation. To some extent, the robot 34 

has a physical installation, which makes it necessary for the robot and a human to coordinate 35 

their actions here and now (Weiss et al., 2021, p. 2). Robotization poses new challenges for 36 

today's users, such as the need to implement organizational changes, or to change human 37 

awareness, behavior and attitudes, including leveling resistance to change. Robots can support 38 
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humans in many tasks, but this requires the trust and cooperation of human operators described 1 

above. The literature on robot deployments focuses mainly on technical issues and success 2 

factors related to human-robot interaction, ignoring the role of human factors (Lambrechts, 3 

2021, p. 24). Trust in the machines appears here as a key factor. The role of robots driven by 4 

artificial intelligence, is changing from being tools for humans, to teammates. Humans and 5 

robots are increasingly taking on complex and collaborative roles, both in the manufacturing 6 

and service sectors. This collaboration is particularly evident in the military, construction, 7 

agriculture, medicine, social care, analytical services and manufacturing (Arslan et al., 2021,  8 

p. 79). To subject human-robot interaction to research, the problems of their contacts are 9 

defined in terms of autonomy, information exchange, teams, task shaping, learning, training, 10 

and the classification of types of interaction as remote or close, i.e. existence in collocation,  11 

is applied (Tunc, 2020, p. 30). However, a distinction is made between interaction and 12 

collaboration. For this purpose, the terms human-robot interaction (HRI) and human-robot 13 

collaboration (HRC) are used. Interaction means interacting with someone else, which in the 14 

context of work is understood as involving someone else: either a human or a robot. 15 

Collaboration, on the other hand, means working with someone toward a common goal. 16 

Consequently, cooperation in the context of humans and machines should be understood as  17 

a special case of interaction (Castro et al., 2021, p. 6). The term "cooperation" also appears in 18 

the literature. It is described as a sequence of actions aimed at a common goal,  19 

while cooperation is a sequence of joint actions toward a common goal (Kolbeinsson et al., 20 

2019, p. 453). For example, military robots in combat conditions have to make decisions that 21 

could potentially result in the death of civilians, which raises many moral disputes (Marszalek-22 

Kotzur, 2022b). After all, machines have ceased to be mere tools of war and have become 23 

collaborators with soldiers (Kamienski, 2022, p. 18). Trust is a dynamic process that changes 24 

and fades over time, sometimes rapidly declining as a result of changing interactions between 25 

team members (Huang et al., 2020, p. 310). Trust also establishes behavioral expectations that 26 

facilitate joint action. It becomes even more important in high-risk situations. Robots are often 27 

designed to replace humans in dangerous situations. This is when human trust in machines will 28 

be particularly important. If robots are to succeed as team members, then in hazardous situations 29 

people need to believe that other team members are capable of protecting their interests (Groom, 30 

Nass, 2007). The level of trust is influenced by the robots' sense of control. It is correlated with 31 

the predictability of machine behavior. The sense of being in control of the situation and having 32 

control over the robot are the factors that determine trust building. It is also essential to have 33 

knowledge of the machine's capabilities. Transparency of the system on which the robot 34 

operates is often mentioned in definitions of trust as a desirable and even necessary component 35 

(Simon et al., 2020, p. 18). 36 

  37 
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2.3. Valley of the uncanny 1 

One of the components of the development of artificial intelligence is to give and assign 2 

human characteristics to robots, such as appearance, behavior, thinking. It is of great importance 3 

for human beings to mirror their behavior, thus imitating their body movements, facial 4 

expressions, gestures. The interaction then becomes smoother, the feeling of liking intensifies 5 

and the level of trust grows (Fortune, 2021, p. 102). Three factors play an important role: 6 

appearance, performance and proximity. The appearance of robots, specifically their 7 

anthropomorphism, is a critical dimension affecting interactions with humans. For humans,  8 

it is important that the robot has a shape similar to the human body. A moderate degree of robot 9 

resemblance to a human has been proven to affect a significant sense of safety. However,  10 

when a machine becomes too similar to a human, it begins to induce a sense of strangeness in 11 

humans and even causes terror (Simon et al., 2020, p. 10). Humanoid robots evoke different 12 

reactions in humans. "Face-to-face" relationships with robots in the near future will occur 13 

within a wide variety of activities, including professional, caregiving, medical, or social 14 

activities. The feeling of safety in the situation of being in the company of a robot and liking it 15 

may depend on a psychological phenomenon that is referred to as the uncanny valley (Masahro, 16 

2012; Kruszewski, 2019). The name of this phenomenon was introduced in 1970 by Japanese 17 

robotics engineer Masahiro Mori (Mori, 2012, p. 98). According to Masahiro's hypothesis, 18 

robots arouse in people the more positive feelings, the closer their appearance is to a human. 19 

Yes, for example, we like a doll-shaped toy robot more than a mechanical arm turning bolts in 20 

a factory. However, once a certain limit of realism is crossed, the robot's strong resemblance to 21 

a real human begins to give rise to an unpleasant feeling of unease instead of excitement.  22 

In short, the intensifying stimulus of the robot's increasing resemblance to a human produces 23 

an increasing positive emotional response to the stimulus in the individual, but when the 24 

resemblance approaches perfection, the individual's emotional response drops sharply and 25 

becomes strongly negative (Burleigh et al., 2013, p. 1). This decline is what is known as the 26 

valley of awesomeness. The idea is that a robot's purpose can affect the limit of tolerance 27 

towards the robot's appearance. The situation is like in a horror movie. You can describe the 28 

strangest monsters and monstrosities, but if they are to be scary, you need to show a creature 29 

that moves and talks like a human being, seemingly indistinguishable from people you see every 30 

day on the street. Only, for example, his pupils or facial expressions are a little different from 31 

humans. This is how the valley of the uncanny effect works. Some differences and 32 

unnaturalness do not bother in characters that only resemble humans, but when the resemblance 33 

is too great, a small minor detail causes discomfort and concern. Thus, making a robot too much 34 

like a human can cause a loss of a sense of security. This sense of insecurity can stem from the 35 

fear of being replaced by the robot (Schindler et al., 2017). Thus, there is a thesis that robots 36 

that imitate humans too faithfully are met with a negative reception. Masahiro, for the purpose 37 

of illustrating his thesis, created a graph, according to which, as the resemblance to humans 38 



The ethics of artificial intelligence… 359 

increases, we observe increasing comfort, until we encounter a borderline model, for which the 1 

comfort level decreases sharply. It is worth noting that this phenomenon is considered both in 2 

the field of robotics, human-robot interaction, or social robotics, but also among game designers 3 

and computer animation authors. It is also interesting from a purely cognitive perspective,  4 

as its study allows us to better understand how we categorize objects that are the object of our 5 

perception (Kätsyri et al., 2015). 6 

3. Human safety vs. robot liability 7 

Despite the trust placed in robots, the operation of autonomous systems based on artificial 8 

intelligence can produce effects that are not always desirable. It can be subject to error and can 9 

cause a variety of harm. There are, for example, accidents caused by autonomous vehicles. 10 

There can be damages associated with medical misdiagnoses, losses caused by a decrease in 11 

the efficiency of production systems, financial losses caused by systems supported by artificial 12 

intelligence, losses resulting from investment errors of programs that support stock market 13 

investors, or damages caused by systems used for management in the energy industry.  14 

This raises the issue of liability. As the level of autonomy of robots increases, it will become 15 

increasingly difficult to assign responsibility for accidents caused by the robots' actions to  16 

a specific party. After all, the rules by which robots operate, through machine learning, can 17 

evolve as they perform specific tasks. The traditional ways of assigning responsibility in such 18 

a case are not in line with the common sense of justice and moral norms of society. It seems 19 

that today no one has enough control over the actions of a machine to be able to take 20 

responsibility for it. So the idea of assigning robots a legal personality was born. It has been 21 

considered in both Europe and the US. February 16, 2017. The European Parliament adopted  22 

a resolution containing a recommendation to the European Commission on civil law provisions 23 

on robotics. One of the reasons aiming to draft it became the belief that humanity has just stood 24 

at the threshold of an era in which increasingly advanced robots, androids, computers and other 25 

incarnations of artificial intelligence are giving rise to a new industrial revolution. It is likely to 26 

affect every stratum of society. It is therefore necessary to develop regulations that should take 27 

into account the legal and ethical implications, as well as the effects of these changes,  28 

but without simultaneously stifling innovation. Thus, the need for new, effective and up-to-date 29 

regulations was emphasized, which would consist, among other things, of creating universally 30 

acceptable and flexible definitions of the terms "robot" and "artificial intelligence", of updating 31 

and supplementing the current EU legal framework with key ethical principles that reflect the 32 

complexity of robotics and its many social, medical and bioethical implications. In addition, 33 

issues related to civil liability for damages caused by a robot should be analyzed to ensure that 34 

citizens, consumers and businesses alike receive the same level of efficiency, transparency and 35 
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consistency while ensuring legal certainty throughout the European Union. The resolution also 1 

raises the issue of diagnosing, analyzing and considering the legal consequences of giving 2 

robots a separate legal status in the long term. The idea is to give the most developed 3 

autonomous robots "the status of electronic persons responsible for repairing any damage they 4 

might cause, and possibly applying electronic personhood when robots make autonomous 5 

decisions or their independent interactions with third parties" (RPE, 2017). Thus, we are dealing 6 

with the creation of a new legal category with specific features and implications. Taking a clear 7 

position on the necessity, as well as the rightness of giving robots the status of electronic 8 

persons with electronic personality seems to require deep and extensive analysis (Biczysko-9 

Pudełko, Szostek, 2019). At this point, the Civil Code distinguishes between natural persons 10 

and legal persons. These categories refer to people. How, then, to treat robots in a situation 11 

where it is increasingly difficult to consider machines, which are in many respects more 12 

accurate, faster and learning behavior, as mere objects. However, the creation of a new category 13 

such as the electronic person is, one might say, a gigantic civilization change. It also raises  14 

a key question: can the development of artificial intelligence be placed within the framework 15 

of the "law of robots"? Or could it be that legal regulations will never keep up with the 16 

development of technology? It seems that the most important thing will be for possible disputes 17 

to be settled, on the basis of general clauses, by wise and reasonable people (Nightingale, 2018). 18 

That is why the May 4, 2020 draft regulation of the European Parliament on liability for the 19 

operation of artificial intelligence systems emphasizes that the entity responsible for the damage 20 

can be either a human being or a legal entity. 21 

4. Is there a robot ethic? 22 

The unpredictability of the formation of artificial intelligence, due to its cognitive 23 

capabilities, dictates that various forms of ensuring the safety of use should be sought.  24 

One of the more effective ones seems to be conducting research in the area of AI ethics and 25 

seeking to enforce specific ethical arrangements on legal grounds. Multifaceted political, 26 

scientific and social engagement plays a special role here. Ethics must first and foremost 27 

respond to the challenges posed by real technological possibilities. It must not be seen as  28 

a futuristic goal, but as a solid scientific field with real contributions to the creation of intelligent 29 

machines (Lipińska, 2022). A number of concepts are emerging for developing ethics regarding 30 

artificial intelligence. One of them postulates the transformation of ethics into so-called 31 

"microethics", postulating that at certain points there would have to be a fundamental change 32 

in the space of ethics. There would have to be a transformation of ethics to ethics of technology, 33 

ethics of machines, ethics of computers, ethics of information and ethics of data (Hagendorf, 34 

2020). There are a number of discussions on trying to address the ethics of artificial intelligence 35 
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(Kuzior, Marszałek-Kotzur, 2022). On February 13, 2018, the first conference on Artificial 1 

Intelligence, Ethics, and Society (1st AAAI/ACM Conference on Artificial Intelligence, Ethics, 2 

and Society) was held in New Orleans, United States. Its organizers were two associations: 3 

Association for the Advancement of Artificial Intelligence (AAAI) and Association for 4 

Computing Machinery (ACM). More than 300 people attended the conference. It was stated 5 

then that the ethics of artificial intelligence is part of the ethics of technology. It is divided into 6 

roboethics, which is concerned with the moral behavior of humans who design, construct and 7 

use artificially intelligent beings, and machine ethics, which is concerned with the moral 8 

behavior of artificial moral agents (Kuipers, Mattei, 2018). At the time, the US newsletter 9 

Ethikos Weekly published a text pointing out the inappropriateness of the term "AI ethics", 10 

which creates terminological confusion. It could imply that moral causality is attributed to 11 

artificial intelligence, rather than to the humans who develop its systems (Gasparski, 2019; EW, 12 

2018). Discussions related to ethical challenges arising with the development of artificial 13 

intelligence, including the development of robots, seem to be gaining momentum. The literature 14 

offers various proposals for guidance to help evaluate the ethical dimensions of artificial 15 

intelligence. For example, it is recommended to establish a solid foundation, to use ethical 16 

principles that are focused on human welfare, to promote a holistic approach to social, 17 

economic, scientific, legal, engineering and technological issues and ethical issues in artificial 18 

intelligence research. Another is the issue of the presence of ethicists and ethics from the very 19 

beginning of the technology chain, developing and enforcing rules to ensure respect for human 20 

dignity and human rights. It is also crucial to limit military applications of AI and promote 21 

world peace through a global ethical governance framework. Also not to be overlooked is 22 

guaranteeing social equality in AI, i.e. respecting gender equality and refraining from prejudice 23 

(Gasparski, 2019). On the website of the UK's Institute of Business Ethics, as of January 2018, 24 

there is an article titled Business Ethics and Artificial Intelligence, posted with the intention of 25 

pointing out the essence of artificial intelligence (BEB, 2018; Gasparski, 2019) The bulletin 26 

identifies ten key issues organized by the following letters of the word ARTIFICIAL: Accuracy, 27 

Respect of privacy, Transparency, Interpretability, Fairness, Integrity, Control, Impact, 28 

Accountability, Learning, i.e., Accuracy, Respect of privacy, Transparency, Understandability, 29 

Fairness, Integrity, Control, Impact, Accountability, Learning. Each of these issues has been 30 

defined and dedicated to business organizations for reflection, along with the suggestion to 31 

undertake a comprehensive and multi-pronged debate on the value and impact of artificial 32 

intelligence on the business environment, with as many stakeholders as possible. Business 33 

decision-makers, employees, customers and the public should be aware of the impact of  34 

AI on their business and on their stakeholders, taking into account not only the benefits, but 35 

especially any side effects (Gasparski, 2019). EU bodies have set themselves the goal of 36 

building an AI ecosystem based on a community of European values, among which human 37 

dignity is central. Accordingly, the European approach to AI is called human-centered AI.  38 

The Union wants to become a leader in an ethical approach to technology and wants to 39 
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distinguish itself with this on the world stage. To this end, as can be read in the document, 1 

"Europe needs to define a normative vision for the AI-led future it wants to realize" (EU, 2019, 2 

p. 11.) In order to develop expert opinions on new technologies, the European Commission has 3 

set up three expert groups: the High-Level Independent Expert Group on the Impact of Digital 4 

Transformation on EU Labor Markets, the Expert Group on Accountability and New 5 

Technologies and the High-Level Independent Expert Group on Artificial Intelligence.  6 

The latter addressed ethical issues of artificial intelligence development. The Independent 7 

High-Level Expert Group on Artificial Intelligence (AI HLEG), composed of 52 experts, was 8 

established in June 2018 and worked until July 2020. During this time, four significant 9 

documents were produced: Ethics Guidelines for Trustworthy AI (April 10, 2019), Policy and 10 

Investment Recommendations for Trustworthy AI (June 26, 2019), Assessment List for 11 

Trustworthy AI (July 17, 2020) and Sectoral Considerations on the Policy and Investment 12 

Recommendations (July 23, 2020). These served as the starting point for initiatives by the 13 

European Commission and member states (Lipinska, 2022). In April 2021, the Artificial 14 

Intelligence Act was released: the first legislation regulating artificial intelligence.  15 

In it, the European Commission proposed the first EU legislative framework for artificial 16 

intelligence. The draft analyzes and classifies AI systems that can be used in various 17 

applications. The classification is based on an assessment of the risks it poses to its users. 18 

Technologies endowed with artificial intelligence that pose an unacceptable risk, i.e. considered 19 

a threat to humans, will be banned. These include, but are not limited to: cognitive-behavioral 20 

manipulation of people or certain vulnerable groups, such as voice-activated toys that 21 

encourage children to behave dangerously; citizen scoring, which is the classification of people 22 

based on their behavior, socioeconomic status or personal characteristics; real-time and remote 23 

biometric identification systems, such as facial recognition. Some exceptions will be allowed, 24 

such as remote biometric identification systems that identify with a significant delay and are 25 

used to prosecute serious crimes, but only after court approval (EU, 2021). In this regard,  26 

the EU document postulates a correct understanding of three fundamental values, such as 27 

human dignity, autonomy and moral responsibility. Autonomy in the ethically relevant sense 28 

of the word can only be attributed to human beings. The revolution resulting from the creation 29 

of artificial intelligence will still, and perhaps above all, concern the inter- and intrapersonal 30 

condition of each of us (Marszałek-Kotzur, 2022a). The record on the legal and ethical 31 

implications and effects of these changes without inhibiting innovation seems to be the 32 

equivalent of Collingridge's dilemma. In 1980, David Collingridge pointed out the paradox of 33 

control in relation to technology development. At the beginning of a technology's development, 34 

it may not make sense to control it due to the lack of possibility of undesirable consequences 35 

of its use. However, when these consequences manifest themselves, control is very difficult 36 

because of the integrity with economic and social systems (Héder, 2022).  37 
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5. Summary 1 

Conducted above analysis of the state of ethics concerning the development of artificial 2 

intelligence and robotics of problems in this area, the arrival of which has so far escaped as 3 

remote or impossible. The outline of the above issues was also intended to draw the reader's 4 

attention to the issue of new challenges to the application of ethical norms relating to the use of 5 

the latest technologies both in the global perspective and the individual human being. All of the 6 

above issues are related to the question of ensuring human security, and therefore trust in 7 

artificial intelligence, responsibility and ethical action, also the observance, or violation of 8 

human rights. In the European Parliament, however, much attention is paid to ethics.  9 

It promotes the development of artificial intelligence fast and decisive, but at the same time fair 10 

and safe for humans. This is the difference between Europe and some Asian countries,  11 

where what matters is technology, its quality and the speed of its development. Asian countries 12 

many robots already resemble humans, and their resemblance to humans is still being improved. 13 

In Europe, the prevailing conception to date is that a robot is supposed to serve humans and 14 

cannot "become" a human. In the EU, it is clearly emphasized that it is unethical to program 15 

machines to do things that are socially harmful and harm humans. It is worth considering in this 16 

perspective what is the difference between humans and artificial intelligence, so as not to lose 17 

sight of the key question for philosophical anthropology: who is a human being? Overlooking 18 

this question seems to be one of the causes of the contemporary anthropological crisis.  19 

It may also threaten the definition of fundamental human characteristics and the characteristics 20 

of artificial intelligence. This paper is only an outline of the issue and does not claim to be 21 

exhaustive. It can be a starting point for conducting detailed research in the above area. 22 
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