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as consumers of technology, they are ready to disclose personal data if some benefits are seen. 23 
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1. Introduction  1 

Technological development is not only the sum of activities undertaken by the business.  2 

It also includes the approach of Internet users who are ready to use new solutions and tools and 3 

accept solutions proposed by companies to accelerate their progress (Amoroso, Hunsinger, 4 

2009; Reisdorf, Groselj, 2017).  5 

The Digital Economy and Society Index (DESI) for EU countries allow monitoring of 6 

countries' progress in digitisation. As an example of a Central and Eastern Europe (CEE) 7 

country in this index, Poland occupies one of the last positions, despite the readiness of 8 

enterprises to be technologically advanced. The development of artificial intelligence and the 9 

availability of modern technologies and resources for further digitisation are noticed in Poland 10 

(DESI EU). However, they are insufficient for real growth, as evidenced by their position in 11 

the classification. The article examines the issues related to how technology is used by  12 

a representative group of adult Poles, referring to the use of Internet services, human capital 13 

and the integration of digital technologies that are the dimensions of the DESI index. 14 

Technology use means several issues that should be considered when planning the 15 

development of an offered solution. These are how users approach a presented technology,  16 

the level of acceptance, ethical dimension and attitudes towards responsibility and safety related 17 

to its use (Hesselman et al., 2020). Especially the area of ethics and safety can show what is  18 

a priority for users when introducing technological opportunities. 19 

The paper aims to understand how Internet users use new technologies and what challenges 20 

they perceive regarding their presence in the digital world. 21 

2. Conceptual background and hypotheses development 22 

2.1. Digital economy - state – of – the art in Poland  23 

Nowadays, the access to information, models of its processing and management, and 24 

economic competence, including the so-called reengineering of business processes 25 

(Chancellery of the Prime Minister, 2020). According to the McKinsey report Digital 26 

Challengers in the next normal. Central and Eastern Europe on a path to digitally-led growth 27 

(McKinsey & Company, 2020), Poland shows great growth potential for the digital economy 28 

although its current level of digitization is lower than in the countries of Northern and Western 29 

Europe. This is also confirmed by the Digital Economy and Society Index (DESI) (European 30 

Commission, 2021), according to which in 2021 Poland was ranked 24th among the 27  31 

EU Member States. The dynamics of the observed changes in the CEE countries belonging to 32 

the EU, except Bulgaria and Romania, were faster than in Poland. Access to broadband Internet, 33 
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digital public services and possibilities of using open data were highly rated. Unfortunately,  1 

it is worrying that digital skills, both basic and above basic, of the Polish society as well as the 2 

level of digital technology usage by Polish enterprises are below the average for the entire 3 

European Union. Undoubtedly, Poland’s fourth place among the EU Member States deserves 4 

praise in terms of actions for data openness (European Commission, 2021), including the impact 5 

of the category of open data on Polish society and business.  6 

Acquiring, collecting, analyzing, processing and consciously using technology in various 7 

sectors and industries of individual economies is now considered a fundamental competence of 8 

market participants. In line with the assumptions of Shaping Europe's Digital Future (European 9 

Commission, 2020a), the implementation of activities aimed at adapting the EU to the digital 10 

age is one of the most important priorities for the coming years, while taking care of democratic 11 

values, ethics of applied solutions and sustainable development. Similar postulates can also be 12 

noticed in a number of other documents and studies, such as the European Commission's report 13 

Liability for Artificial Intelligence and other emerging digital technologies (European 14 

Commission, 2019), White Paper on Artificial Intelligence - A European approach to 15 

excellence and trust (European Commission, 2020b), Artificial Intelligence and fundamental 16 

rights (European Union Agency For Fundamental Rights, 2020) and in national documents of 17 

individual countries, e.g. Policy for the Development of Artificial Intelligence in Poland from 18 

2020" (MP2021.23). Even though according to McKinsey experts, both Poland and other CEE 19 

countries have a large digital potential, unfortunately, like the entire EU, they are giving way 20 

to American and Chinese BigTechs, building their position rather on the implementation of 21 

foreign technologies - they are their recipients, not creators and suppliers. A crucial problem in 22 

this respect may be the limited level of connection between the world of business and science, 23 

slowing down the dynamics of knowledge transfer and its potential rapid commercialization. 24 

Polish enterprises generally have a positive attitude towards the potential implementation 25 

of new technologies, including in particular the use of social media in the process of 26 

communication and building the image of their brand, electronic information exchange and 27 

online sales. However, according to the indicator of the use of digital technologies, 60% of 28 

enterprises are characterized by a very low level of digitization, and only 11% of them are 29 

enterprises with a high degree of digitization, which puts Poland below the European average 30 

(European Commission, 2021a). Unfortunately, extensive changes can be seen primarily in 31 

large enterprises employing over 250 people. In the case of enterprises from the SME sector, 32 

only 32% increased their use of digital tools and platforms, and 18% invested in new hardware 33 

or software (McKinsey & Company, 2020). 34 

In the opinion of 63% of Poles, the activities carried out in this area by enterprises are 35 

primarily the result of generating innovations aimed at a better understanding of clients and the 36 

increasing intensification of the process of satisfying their needs, so as to provide them with the 37 

widest range of benefits (customer-centric orientation). At the same time, however, almost  38 

a quarter believe that the introduced changes are driven only by the will to increase the 39 
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economic benefits related to the conducted activity (minimizing costs, increasing efficiency, 1 

maximizing profit) (PAYBACK Poland, 2021).  2 

The interest in e-commerce public administration services has increased significantly, 3 

including in the area of food products and entertainment (McKinsey & Company, 2020; PWC, 4 

2021). In 2020, almost 42% of respondents appreciate technologies although to a large extent 5 

they were limited to simple activities, such as submitting completed e-forms. A significant 6 

limitation in the use of the Internet potential in various spheres of activity of Poles seems to be 7 

the level of difficulty in their absorption, determined by their digital skills. Unfortunately,  8 

this indicator in Poland is below the EU average and is at the level of 44% (the EU average is 9 

58%) (European Commission, 2021). In the population of people aged 16-74 who use the 10 

Internet, people with a low level of general digital skills accounted for 31.5%, people with basic 11 

digital skills – 24.1%, and people with above basic digital skills - 26.1% (GUS, 2020). 12 

However, this does not change the dominant belief among Poles that modern technologies are 13 

a necessary condition for the development of the economy, as indicated by 94% of respondents 14 

by Payback (Payback Poland, 2021). Obviously, this requires a comprehensive look at the 15 

connection and dependencies of various stakeholder groups in accordance with the quadruple 16 

helix model (business, state administration, research and development entities, society).  17 

2.2. Digital economy – ethics, safety and responsibility 18 

The Digital Economy and the development of new technologies caused a lot of ethical and 19 

moral concerns raised. There are some ethical principles and references developed which are 20 

designed to frame the scope of activities of all parties engaged in the virtual presence  21 

(e.g., Stahl, Timmermans, Mittelstadt, 2016; Saltz, Dewar, 2019; Allen, 2019; Floridi, 2019). 22 

The separate principles of ethical approach in AI are studied too e.g., Jobin and others identify 23 

11 principles for ethical AI (Jobin, Ienca, Vayena, 2019). The moral challenges of AI have their 24 

own place in the debate about the need to define the limits of AI development without limiting 25 

the possibility of maintaining the autonomy of decisions, process control or data protection 26 

(e.g., Oxborough et al., 2018; Green, 2018; Floridi et al., 2018; Royakkers et al., 2018). 27 

Equality, non-discrimination, respect and dignity issues are additional matters in this discussion 28 

(Algorithm Watch, 2019). Ethical aspects of technology are associated with different kinds of 29 

risks to be managed (Meek et al., 2016). 30 

A security risk is any possible event or sequence of actions that may lead to a breach of one 31 

or more security components (Tsiakis, Stephanides, 2005). From the consumer's perspective, 32 

security is an important decision-making factor. Privacy issues are positively related to the 33 

likelihood of buying online (Miyazaki, Fernandez, 2001; Salisbury et al., 2001; Yang, Jun, 34 

2002; Milne, 2000; Chang, Chen, 2009). 35 

  36 
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There are two dimensions of security: objective and subjective from the point of view of 1 

new technology users (Linck et al., 2006). Regardless of the applied technological solutions 2 

and legal guidelines, the customers' sense of security is necessary to create the required level of 3 

trust enabling online transactions (Chellappa, Pavlou, 2002; Ally, Toleman, 2005). 4 

Security and privacy can be considered as two separate constructs (Belenger et al., 2002). 5 

However, due to the fact that security mainly relates to shared data, this aspect is often 6 

associated with privacy concerns (Miyazaki, Fernandez, 2000; Gurung, Raja, 2016; Sheehan, 7 

Hoy, 2000; Ariffin et al., 2018). 8 

The extent to which internet users are concerned about their online safety and privacy varies 9 

from country to country. A 2019 study on internet security and trust conducted by the Center 10 

for International Governance Innovation (CIGI) and Ipsos, in collaboration with UNCTAD and 11 

the Internet Society, found that 78% of internet users in 25 economies are at least somewhat 12 

worried about their own online privacy (CIGI-Ipsos et al., 2019). 13 

One of the most important aspects of security is data security. (Smith et al., 1996; Kshetri, 14 

2016). A key factor influencing privacy concerns is the user's perception of control over 15 

personal information (Xu, et al., 2012; Hong, Thong, 2013; Sheehan, Hoy, 2000). It is also 16 

noted that the magnitude of the impact of online privacy concerns may depend on consumer 17 

characteristics such as gender, age and education (Riquelme, Roman, 2014). 18 

Research shows that concerns about the misuse of personal data are the main cause of 19 

distrust on online markets (Gupta, Dubey, 2016; Fortes, 2017; Hofacker, 2016; Boone et al., 20 

2019). 21 

Concerns are growing about issues related to privacy and security, democracy and ethical 22 

challenges, as well as the risk of mass surveillance and digital colonialism (Couldry, Mejias, 23 

2019; Mayer-Schönberger, Ramge, 2018). 24 

According to the Ipsos Global Trends Global Survey (2020), concern about Today, nearly 25 

three-quarters of the world is concerned about how companies collect and use our digital data. 26 

67% of respondents are also concerned about how governments use our personal information - 27 

an increase of 6% from 2013. More than eight out of ten respondents believe that companies 28 

should provide more details about the data their websites collect. 29 

Our data and privacy are becoming an element of commercial exchange (Acquisti et al., 30 

2013; Martin, Murphy, 2017). While there seem to be growing concerns around the world about 31 

data privacy and online security, there is a "data privacy paradox" - users of new technologies 32 

are willing to share personal data, and thus their privacy, in exchange for various services or 33 

better offer (Kokolakis, 2017; Mosteller, Poddar, 2017). The scale of this phenomenon is 34 

growing. (Ipsos, 2020). Despite the perceived risk, more people would prefer not to know much 35 

about data privacy (Milne, Culnan, 2004). 36 
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However, the terms of use that should detail the company's practices are unclear and 1 

complex (Mukherjee, Nath 2003; Kim et al., 2010). They are designed to ensure organizational 2 

compliance and limit liability, not to understand the consumer (MacDonald, Cranor, 2008; 3 

Reidenberg et al., 2015). 4 

Security, and in particular theft and misuse of information, as well as privacy issues, are 5 

also key matters undertaken by various government agencies and consumer organizations 6 

(European Commission, 2021; OECD, 2016). 7 

The increasing digitization of economic activity and the development of data-driven and 8 

IoT business models are raising new security concerns (Tawalbeh et al., 2020). Protection of 9 

digital data and internet security should be a shared responsibility.  10 

The provisions on consumer protection also overlap with public policies on national 11 

security, data privacy, law enforcement, and data flow and ownership (Ferracane, 2017; 12 

Ciuriak, 2018). 13 

Despite these actions, a decline in trust among all stakeholders can be observed. Consumers 14 

begin to lose confidence in the way organisations and governments use data about them,  15 

and organizations lose confidence in their ability to secure data and use it to value creation 16 

(UMCTAD, 2016). 17 

3. Research method and results  18 

The survey was addressed to people who use the Internet and meet the connectivity 19 

condition. The study encompassed 1002 adult Internet users from Poland to achieve statistically 20 

significant results. The CAWI method was used. The data collection stage was done by Kantar 21 

Polska S.A. The sample is representative of Polish society. Respondents were divided into two 22 

main groups: “technologically advanced users” and “the rest”. The differentiation was made on 23 

the basis of one of the questions. The respondents assigned to the advanced users’ group replied 24 

"I rather agree" or "I strongly agree" to the following statements:  25 

1. I am interested in technological news, I try to keep up to date. 26 

2. I am one of the first among my friends and family to test new solutions (3) I handle most 27 

of my everyday matters (financial management, ticket purchases, fees, shopping) online.  28 

This group included 266 respondents.  29 

Two statistical tests were employed to verify the study’s research hypotheses. A Chi-square 30 

test and test comparing two independent population proportions were used to verify the 31 

assumed hypotheses. The second test aimed to verify the hypotheses concerning the value of 32 

proportions in the general population. 33 

  34 
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The readiness of this group to test and use technological solutions in everyday activities was 1 

the basis for the formulation of the first research hypothesis: 2 

H1: There are differences in the use of the Internet by technologically advanced users and 3 

other users. 4 

The test statistic (Pearson Chi-Square = 90,19, p-value = 0,00, df = 16) shows that there is 5 

a significant difference in the distribution of the use of technology between technologically 6 

advanced users and other users. Association between analyzed variables, measured by Cramer’s 7 

V (0,1032) is moderate.  8 

The results comparing answers in both groups are presented in the table below (Table I). 9 

Technologies used both for private and professional purposes are listed in the table. Due to the 10 

fact that it was the first study of this type, it was decided not to categorize a given type of 11 

technology into work, home, private life, etc. 12 

Table 1.  13 
The use of technology by technologically advanced and other Internet users 14 

Technologies 

Technologically 

advanced 

Rest of 

respondents u 

Online shopping (in online stores, auction platforms, e.g. Allegro, 

OLX) 
86% 84% 0,773  

Use of electronic mail (e-mail) 84% 85% - 0,39  

Use of internet / mobile banking (financial management via a 

computer or smartphone) 
80% 79% 0,34  

Use of messaging services (e.g. Facebook Messenger, WhatsApp, 

Skype, Zoom) for private purposes. 
82% 77% 1,70  

Use of social media (Facebook, Twitter, Instagram, Pinterest) 83% 75% 2,66*  

Geolocation, the use of navigation, maps on the phone 71% 66%  1,49  

Use of messaging services (e.g. Facebook Messenger, WhatsApp, 

Skype, Zoom) for professional purposes. 
64% 54%  2,82**  

Cloud data storage and sharing (OneDrive, Google Drive, DropBox, 

iCloud etc.) 
67% 48% 5,32**  

SMS micropayments e.g. sent for charity 52% 40%  3,39**  

Biometric security (fingerprints, facial recognition) 57% 36%  5,96**  

Intelligent health monitoring devices (smartwatches, fitness bands, 

heart rate monitors, blood pressure monitors, glucometers, scales) 
51% 34%  4,88**  

Online purchase of insurance 47% 31%  4,68**  

Online medical advice, telemedicine 42% 28%  4,21**  

Communication with chatbots/machines serving clients on the chat 

via instant messaging. 
43% 25%  5,50**  

Smart home - control of house/apartment elements using remote 

channels, e.g. via a smartphone 
28% 12%  6,06**  

Virtual or augmented reality (e.g. VR goggles) 26% 11%  5,87**  

Use of drones 15% 9%  2,73**  

u – Test for two structure indicators. 15 
* - statistically significant at the level of significance of 0,05. 16 
** - statistically significant at the level of significance 0,01. 17 

Source: Own elaboration based on study results. 18 
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Another key point of technology use that has been discussed for several years is its ethical 1 

dimension. The importance of digital ethics increases. Hypothesis 2 was based on the 2 

assumption that there is a difference in the approach to ethical issues among the group of 3 

respondents who use various technological solutions in their daily activities. 4 

H2: There are differences in the approach to the ethical aspects of new technologies in the 5 

group of technologically advanced users and the rest of the respondents. 6 

The test statistic (Pearson Chi-Square = 4,04, p-value = 0,67, df = 6) shows that there is no 7 

significant difference in the approach to the ethical aspects of new technologies between 8 

technologically advanced users and other users. In order to determine a difference in the 9 

approach to each ethical aspect questions in the estimated proportions reflects a difference in 10 

the population proportions, and respondents’ statements and test statistic were presented  11 

(Table II).  12 

Table 2.  13 
Do you agree or not with the following statements (% of respondents who answered yes to the 14 

following statements) 15 

 
Technologically 

advanced 

Rest of 

respondents u 

I am concerned about the growing phenomenon of 'fake news' - the 

deliberate duplication of false information 
80% 65% 4,53** 

I am concerned that companies have my personal data or data 

about my behaviour on the Internet, e.g. the history of pages 

viewed 

72% 65% 2,08* 

I am concerned about the lack of control over the collection and 

storage of data about me by companies operating on the Internet 
73% 62% 3,22** 

I wonder to what extent I have real control over the content I 

receive on the Internet 
73% 58% 4,32** 

There are situations when I do not know why a given 

advertisement reaches me on the Internet or over the phone 
60% 55% 1,41 

I don't know how to reduce the amount of advertising and 

unsolicited information I receive. 
48% 50% -0,56 

Companies on the Internet divide their customers into 'better' and 

'worse' and they approach each group differently 
55% 36% 5,40** 

It seems to me that the scope of information I have contact with, 

e.g. in the media, is inappropriate for my interests. 
48% 30% 5,28** 

It seems to me that the scope of information with which I have 

contact, e.g. in the media, is not appropriate to my values and 

beliefs 

43% 29% 4,17** 

u – Test for two structure indicators 16 
* - statistically significant at the level of significance of 0,05 17 
** - statistically significant at the level of significance 0,01 18 

Source: Own elaboration based on study results. 19 
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Table III completes and develops the thread outlined in the previous question about the 1 

context of data appearance, data access, processing and aggregation. The respondents could 2 

refer to such topics as: rules of using data, the risk of information manipulation, but also the 3 

development of technologies that are still not very common. People who consider themselves 4 

technological advanced generally have more concerns about the use of digital technologies 5 

except "the development of wearables technology". 6 

The test statistic (Pearson Chi-Square = 15,49, p-value = 0,16, df = 11) shows that there is 7 

no significant difference in approach to the ethical aspects of new technologies between 8 

technologically advanced users and other users.  9 

Table 3.  10 
Do you agree or not with the following statements (% of respondents who answered yes to the 11 

following statements) 12 

 
Technologically 

advanced 

Rest of 

respondents u 

Information manipulation on the Internet, no possibility of 

selecting real information 
82% 69% 4,07** 

Collecting and connecting with an individual data on Internet 

activity and data trading 
75% 63% 3,55** 

Privacy restrictions related to the development of monitoring 72% 58% 4,03** 

Showing ads with inappropriate content for the recipient 68% 58% 2,86** 

Using data relating to internet activity to advertise products and 

services 
68% 57% 3,14** 

The growing amount of information reaching people, information 

overload 
64% 52% 3,37** 

Unclear rules of operation of financial systems 63% 48% 4,20** 

Chips that extend human capabilities 63% 55% 2,26* 

Accurate life expectancy determination based on continuous health 

monitoring 
58% 45% 3,64** 

Development of wearables technology 52% 45% 1,96 

The development of artificial intelligence (AI / SI) 47% 37% 2,86** 

Introduction of autonomous cars 46% 32% 4,08** 

u – Test for two structure indicators 13 
* - statistically significant at the level of significance of 0,05 14 
** - statistically significant at the level of significance 0,01 15 

Source: Own elaboration based on study results. 16 

The issue of autonomy and decision-making undoubtedly raises concerns. Technology is 17 

designed to facilitate the implementation of tasks, not to take control of our decision-making or 18 

cause external organizations to obtain data that we do not want to disclose. Table IV shows 19 

which elements related to these dimensions are of concern among two different groups of 20 

respondents. The test statistic (Pearson Chi-Square = 4,04, p-value = 0,67, df = 6) shows that 21 

there is no significant difference in approach to the ethical aspects of new technologies between 22 

technologically advanced users and other users.  23 
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Table 4.  1 
Autonomy and privacy concerns (% of respondents agree with the statement) 2 

 
Technologically 

advanced 

Rest of 

respondents 
u 

I am afraid that I will be under surveillance (without my 

knowledge and / or consent) 
74% 66% 2,40* 

I'm afraid that thanks to technology, people will know more about 

me than they want 
75% 65% 2,99** 

I am concerned that a third party will take control of my 

phone/email/bank account 
70% 66% 1,19 

I am afraid that knowing myself will become the basis for 

manipulating my decisions/opinions/behaviours 
72% 57% 4,30** 

I am afraid that an improperly designed system will discriminate 

me 
62% 47% 4,19** 

I am afraid that a third party will take control of my smart home 

appliances / smart home, car 
55% 47% 2,24* 

I am afraid that the robot will take my job in the future 48% 39% 2,55* 

u – Test for two structure indicators 3 
* - statistically significant at the level of significance of 0,05 4 
** - statistically significant at the level of significance 0,01 5 

Source: Own elaboration based on study results. 6 

The last hypothesis concerned the scope of responsibility that technologically advanced 7 

users take for the use of technology. The aim was to check whether people who follow 8 

technological news and use technology to ease their daily tasks have a sense of responsibility 9 

for the information provided and data protection. 10 

H3: Technologically advanced users take more responsibility for the use of technology 11 

comparing the rest of the respondents. The research results are presented in table V.  12 

Test statistic (Pearson Chi-Square = 19,56, p-value = 0,00, df = 3) shows that there is  13 

a significant difference in responsibility for the use of technology between technologically 14 

advanced users and other users. Association between analyzed variables, measured by Cramer’s 15 

V (0,0885) is weak.  16 

Table 5. 17 
Perception of responsibility for activities related to the online presence (% answers of 18 

respondents who agreed with the statements) 19 

 
Technologically 

advanced 

Rest of 

respondents 
u 

As technology advances, the boundaries of what is ethical are 

shifting 
92% 77% 5,34** 

All unethical activities are unacceptable 83% 71% 3,83** 

As technology develops, greater emphasis should be placed on 

online threats and data privacy 
72% 58% 4,03** 

I can agree to some concessions regarding the security of my data 

if I am offered better terms, e.g. a contract or purchase 
51% 25% 7,80** 

u – Test for two structure indicators 20 
* - statistically significant at the level of significance of 0,05 21 
** - statistically significant at the level of significance 0,01 22 

Source: Own elaboration based on study results. 23 
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The verification of research hypotheses revealed that there are statistically significant 1 

differences between technologically advanced and other users in the researched sample and the 2 

general population. Research hypotheses 1 and 3 were verified positively. The second 3 

hypothesis was not verified positively for the researched sample but there are some differences 4 

on the level of the general population for particular statements measuring the approach to the 5 

ethical aspects of new technologies. Additionally, thanks to the additional statistical verification 6 

it was revealed that the differences between two groups of Internet users are statistically 7 

significant in the general population. 8 

4. Discussion 9 

It seems to be particularly important to recognize the factors which may prevent technology 10 

acceptance or make it less beneficial for the users. The “technological advanced” group is 11 

characterized by high awareness of the risks related to the transfer of data or the use of 12 

technologies to facilitate everyday functioning.  13 

Users' fears stem from the feeling of lack of control over the process of obtaining 14 

information about them. For designers and technology suppliers, the area of education should 15 

become a necessity. Users who understand technology will be able to use it properly. This is 16 

especially important for less advanced users. The role of education was also indicated as 17 

important by other authors (Kim et al., 2017). 18 

Automation and robotisation are essential factors in developing the digital economy. 19 

Enterprises implementing such technologies should also address the processes of information 20 

in their projects. Familiarizing with technology and building a sense of security as well as 21 

showing possible alternatives in those areas where robotisation may dominate the performance 22 

of certain tasks seem to be the priority. 23 

Technologically advanced users have more concerns about losing control of what happens 24 

when the information is disclosed to companies. For companies, it is a great challenge not only 25 

because of law but also ethical issues (Buchanan et al., 2007).  26 

The topic highlighted by the surveyed group is data manipulation and information bubble. 27 

It is a significant factor that influences the social development of a technologized society.  28 

In this dimension, the ethics of business activities becomes crucial. Not only technologies 29 

should be devoid of features that determine discriminatorily, excluding or limiting access to 30 

complete information and freedom of decision, but also the information itself made available 31 

on the web. This includes advertising, press releases, reports and other types of communications 32 

received by people using the Internet. This support the other studies about the potential risks of 33 

online discrimination (Speicher et al., 2018). With the limitation of autonomy, apart from 34 

manipulating the content, there is also a problem of a loss of decision-making.  35 
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5. Limitations and conclusions 1 

There are some limitations to this study. The survey answers were collected based on one 2 

country so it would be interesting to compare results with other countries located at different 3 

positions in the DESI index. The study is broad and does not specify the concrete areas of the 4 

Digital Economy and was oriented on the broad context of activities undertaken online.  5 

The study did not analyse the factors influencing the potential paradox that arises between the 6 

awareness of threats and the readiness to disclose data that may favour the use of unethical 7 

behaviour and other abuses by enterprises. Future research may go deeper to understand the 8 

mechanisms of ethical and security concerns in specific contexts and situations.  9 

Ethics and a sense of security are crucial factors for designing and developing new 10 

technologies. These elements should be implemented on several levels. Transparent,  11 

data-driven and factual presentation of information in communication processes will satisfy the 12 

need to have access to reliable information about the technology. Technological ethics in which 13 

designed solution is free from violations of human rights. Ethics of the technology provider is 14 

understood as ethical behaviour in relations with users, including the process of establishing 15 

formal relations through contracts. The ethics of the technology provider also covers the way 16 

how the obtained data is used, combined and processed. The development of the digital 17 

economy requires sustained efforts on the part of businesses as well as authorities and users.  18 
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